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Achieving common understanding
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• I've been doing this a long time 
• My work is recognized as useful 
• Associate Professor of IS (vcu.edu)  

• Institute for Defense Analyses (ida.org) 
• DAMA International (dama.org) 
• MIT CDO Society (iscdo.org) 
• Anything Awesome (anythingawesome.com) 

• Experienced w/ 500+ data  
management practices worldwide 

• 13 books and dozens of articles  
• Multi-year immersions
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$1,500,000,000.00 USD

– US DoD (DISA/Army/Marines/DLA) 
– Nokia 
– Deutsche Bank 
– Wells Fargo 
– Walmart 
– HUD …



Data Representation is the Essence of Programming

• Mythical Man Month 
– 9 parallel effort x 1 month each ≠ baby 

• Fred Brooks Jr.'s observation  
– Data representation is the essence of programming 
– "Show me your flowchart and  

conceal your tables, and  
I shall continue to be mystified.  

– Show me your tables, and  
I won't usually need your flowchart;  
it'll be obvious."
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(1931-2022)

Understanding a data model

• Documented and 
articulated as a digital 
blueprint of the  
commonalities and  
interconnections  
among specific  
entity and attribute 
combinations 

• Shared by  
1. Business  

users 
2. Technical 

personnel 
3. Systems
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Trusted Catalog



Business Glossary
• Start of Enterprise 

Taxonomy 

• Defines Initial 
Entities for 
Conceptual Data 
Model 

• Engages the 
Business 
Community to 
Validate Entities and 
provide meaningful 
business definitions
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Entity Description Domain Area
Donor Funder Business Development
Solicitations Need for Work Business Development
Solicitations Proposal Response to Need for Work Business Development
Pre-Positioning Intelligence Gathering Business Development
Award/Sub-Award Funding Vehicle Business Development
Terms Conditions Details about a Funding Vehicle Business Development
Budget Amount of Money Available Business Development
Work Plan Set of Activities to Complete Business Development
PMP Monitoring Plan for Activities Business Development

Project

An NGO Project is defined as a 
self-contained set of 
interventions or activities with the 
following characteristics:
a) an external client;
b) purchase order, contract or 
agreement;
c) expected deliverables, 
outcomes and results;
d) a beginning and end date of 
implementation; 
e) an approved budget; and 
   full and/or part time NGO staff Project Management

Geographic Area Project Management

Office Locations
Location in which a Central Office 
resides Project Management

Project Roles Project Management
Project Artifacts Project Management
Project Budget Project Management
Project Work Plan Project Management
Milestones Schedule of completed activities Project Management
Monitoring Plan to measure Activities Project Management
Evaluation Assessment of Activities Project Management
Indicators Target of Outcome Project Management

Outcomes
Statement of what needs to be 
accomplished Project Management

Acct Receivable Payments to NGO Financial Management
Chart of Accounts Defined Accounts Financial Management
Payroll Process to Pay Worker Financial Management
Supplier Provider of Goods or Service Financial Management
Contract Binding Agreement Financial Management
Purchase Order Statement of Good or Service Financial Management
Performance Level of Success Talent Management
Benefits Talent Management
Skills Talent Management

Worker
Person who has been hired by 
NGO Talent Management

Candidate Potential hire of NGO Talent Management
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I like to pretend that I gave Seth Myers my business card

And he turned it into a joke
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Data Modeling  

Fundamentals 

Achieving common understanding

Program
• What is data modeling required for? 

– Increasing understanding–systems to humans 
– Precisely defining data 
– Achieving simplification goals 
– Focused points of agreement 
– Understanding, building & deploying stable business models/strategy 

• Why is modeling required for data understanding? 
– Why model anything? 
– Data requires precise definitions/agreements/understandings 
– Suboptimal data practices accumulate data debt 
– Data modeling describes important details about data that must be perfect 
– Should be considered from a primarily iterative development context 
– Understand and document data structures 

• How using data models effectively 
– Leverages a standard communication form 
– Reduces corrosive anomalies 
– Keeps focus on motivation using purpose statements 
– Captures and communicates vital business information  
– Forward engineering (Goal=Development/Building) 
– Reverse engineering (Goal=Understanding) 

• Take Aways, References, Q&A  

Data 
Data 

Data

Information

Fact Meaning 

Request

A model distinguishing among 3 important concepts

© Copyright 2025 by Peter Aiken Slide #

[Built on definitions from Dan Appleton 1983]

Intelligence

Strategic Use

Data 

Data 

Data Data 

8https://anythingawesome.com

“You can have data without information, but 
you cannot have information without data” 
— Daniel Keys Moran, Science Fiction Writer

1. Each FACT combines with one or more MEANINGS.   
2. Each specific FACT and MEANING combination is referred to as a DATUM.  
3. An INFORMATION is one or more DATA that are returned in response to a specific REQUEST  
4. INFORMATION REUSE is enabled when one FACT is combined with more than one MEANING. 
5. INTELLIGENCE is INFORMATION associated with its STRATEGIC USES. 
6. DATA/INFORMATION must formally arranged into an ARCHITECTURE.

Wisdom & knowledge are  
often used synonymously

Useful Data

A copy of this bit is on YouTube:  https://youtu.be/seiKEXuI7RI 



gemini.google.com
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gemini.google.com
It sounds like you're aiming to create a data model that not only structures data but also 
incorporates concepts of meaning, information reuse, and even intelligence! Here's a 
possible data model based on your description, along with some explanations: 
Entities: 
• Fact: Represents a raw piece of data or an objective observation. 
• Attributes: FactID (primary key), FactDescription, Source, etc. 
• Meaning: Represents the interpretation or context associated with a fact. 
• Attributes: MeaningID (primary key), MeaningDescription, Context, etc. 
• Datum: Represents a specific combination of a Fact and a Meaning. 
• Attributes: DatumID (primary key), FactID (foreign key), MeaningID (foreign key), etc. 
• Request: Represents a query or inquiry for information. 
• Attributes: RequestID (primary key), RequestText, UserID, Timestamp, etc. 
• Information: Represents a collection of Data returned in response to a Request. 
• Attributes: InformationID (primary key), RequestID (foreign key), etc. 
• Data/Information Architecture: Represents the overall structure and organization of 

Facts, Meanings, and Data. 
• Attributes: ArchitectureID (primary key), ArchitectureName, Description, etc. 
• Strategic Use: Represents a specific way in which Information can be used to achieve 

a goal. 
• Attributes: StrategicUseID (primary key), UseDescription, Goal, etc. 
• Intelligence: Represents Information that is associated with its Strategic Uses. 
• Attributes: IntelligenceID (primary key), InformationID (foreign key), StrategicUseID 

(foreign key), etc. 
Relationships: 
• Fact - Meaning: A many-to-many relationship, as a Fact can have multiple Meanings, 

and a Meaning can be associated with multiple Facts. This is where Datum acts as a 
bridge table. 

• Request - Information: A one-to-many relationship, as a Request can result in multiple 
pieces of Information. 

• Information - Datum: A many-to-many relationship, as Information can be composed of 
multiple Data, and a Datum can be part of multiple Information sets. 

• Information - Strategic Use: A many-to-many relationship, as Information can have 
multiple Strategic Uses, and a Strategic Use can apply to multiple Information sets. 
This is where Intelligence acts as a bridge table. 

• Data/Information Architecture - Fact/Meaning/Datum: The Architecture entity would 
have relationships to these entities to define how they are organized and structured. 

Diagram: 
• [A visual diagram would be helpful here, showing the entities as boxes and the 

relationships as lines connecting them. You could use a tool like draw.io or Lucidchart 
to create this.] 

• Example: 
• Fact: "The temperature is 20 degrees Celsius." 
• Meaning 1: "It's a mild day." 
• Meaning 2: "Water will not freeze at this temperature." 
• Datum 1: Combines the Fact with Meaning 1. 
• Datum 2: Combines the Fact with Meaning 2. 
• Request: "What is the temperature and its implications?" 
• Information: Includes Datum 1 and Datum 2. 
• Strategic Use: "Decide whether to wear a coat." 
• Intelligence: Associates the Information with the Strategic Use. 
Key Concepts Illustrated: 
• Information Reuse: The same Fact ("temperature is 20 degrees") is reused with 

different Meanings. 
• Intelligence: The Information about the temperature becomes "intelligent" when 

associated with its strategic use in decision-making. 
• Architecture: The model emphasizes the importance of formally organizing data and 

its meanings. 
This model provides a structured way to represent not just data but also its 
interpretations and potential uses. It aims to capture the essence of your definitions and 
illustrate how data can be transformed into information and intelligence.
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Payroll Application 
(3rd GL)Payroll Data 

(database)

R& D Applications 
(researcher supported, no documentation)

R & D 
Data 
(raw) Mfg. Data 

(home grown 
database)

Mfg. Applications 
(contractor supported)

 
Finance 

Data 
(indexed)

Finance Application 
(3rd GL, batch  

system, no source)

Marketing Application 
(4rd GL, query facilities,  
no reporting, very large)

 
Marketing Data 

(external database)

Personnel App. 
(20 years old, 

un-normalized data)

 
Personnel Data 

(database)

Typical System Evolution
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Trouble begins when 
systems exchange 
data whether cloud-
based or otherwise

Payroll Data 
(database)

R & D 
Data 
(raw)

Mfg. Data 
(home grown 

database)

 
Finance 

Data 
(indexed)

 
Marketing Data 

(external database)

 
Personnel Data 

(database)

... Then Integrate
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Organizational 
Data Let’s get it all in one place!



Application 4

Application 5

Application 6

Application 1

Application 2

Application 3Payroll Data 
(database)

R & D 
Data 
(raw)

Mfg. Data 
(home grown 

database)

 
Finance 

Data 
(indexed)

 
Marketing Data 

(external database)

 
Personnel Data 

(database)

... Then Re-architect
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Serving the 

information 

needs of the 

organization

Organizational 
Data

How many interfaces are required to solve this integration problem?

© Copyright 2025 by Peter Aiken Slide #

Application 4 Application 5 Application 6

Application 1 Application 2 Application 3

RBC:  200 applications - 4900 batch interfaces
14https://anythingawesome.com

Application 4 Application 5 Application 6

Application 1 Application 2 Application 3

15 Interfaces 
(N*(N-1))/2



The rapidly increasing cost of complexity

0 

10000 

20000 

1 101 201 

Number of Silos 
Worst case number of interconnections 
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N 
• 6 / 15 
• 60 / 1,770 
• 600 / 179,700 
• 200 / 19,900 
• 200 / 5,000 

(actual)
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Application 4 Application 5 Application 6

Application 1 Application 2 Application 3
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Point to Point Integration



Spoke and Hub Integration
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HUB 
(Data model-based)

Application 4 Application 5 Application 6

Application 1 Application 2 Application 3

Data models …
• Capture and maintain formal (usually physical) 

system data requirements 
– An organized, purposeful structure regarded as a whole 

and consisting of interrelated/interdependent elements 
http://www.businessdictionary.com/definition/system.html#ixzz23T7LyAjJ  

• Represent the lowest level of decomposition 
available in systems 
– People 
– Processes 
– Hardware 
– Software 
– Data 

• Are by necessity, the most stable system 
component over time 

• Incorporate organizational business rules  
– Can a project be owned by more than one department?

© Copyright 2025 by Peter Aiken Slide # 18https://anythingawesome.com

If it isn't correct at the data model representation, all other interpretations must be suspect

System

DataHardwareProcessesPeople Software DataSoftware

 
 

App !



Minimize Interconnections
• As few HUBs as possible explicitly  

balancing various aspects of risk 
– Single point of failure 
– Easier to steal 
– Easier to manage 

• A data model is at the heart of every HUB 
– Only reliable means of conveying the enormous amount  

of information required to run HUB for organizations 
– Also, objective use of standards within and  

across organizations 
– Can always be inferred or determined objectively 

• Data modeling is not considered a necessary IT skill 
– Business and IT decision makers are  

unknowledgeable about data decisions 
– IT assigns responsibility for data to the business  
– Confusion has reigned for decades 
– Data debt has accumulated as a result

© Copyright 2025 by Peter Aiken Slide #https://anythingawesome.com 19

An organization's data models 
map between and across 

software packages in and out 
of the cloud and is often the 
golden source of information 

about the integration

Today's IT environment
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Software App 1 

 
(in cloud a)

 
Software App 2 

 
(in cloud b)

 
Software App 3 

 
(in cloud c)

 
Software App 4 

 
(legacy on prem)

 
Software App 5 

 
(legacy on prem)

 
Software App 6 

 
(legacy on prem)



Definitions
• Model 

– A representation of something that exists or a pattern for something to be made   
– A model can contain one or more diagrams 
– Model diagrams using standard symbols that allow one to understand content 
– Maps, org charts, and building blueprints are examples of models in used daily 

• Data Model 
– Analysis and design method used to define and analyze data requirements 
– Integrated collection of specifications and related diagrams that represent data 

requirements and design 
– Employs standardized text/symbols to represent data attributes (grouped into 

data elements) and the relationships among them 

• Data Modeling 
– The process of discovering, analyzing, and  

scoping data requirements, and then 
– Representing and communicating the data  

requirements in a precise form called a data model. 
– Is used to design data structures that support the specifications
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 from The DAMA Guide to the Data Management Body of Knowledge V2 © 2013 by DAMA International
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Stable (thus) Shareable Business & Data Models
• Represent stable 

sharable data 
– Data models are 

required to share 
data or information 
about data 

– Using mutually 
understood 
definitions 

– Candidate enterprise 
standard data 

• Support stable 
business models 
– Data models are 

skeleton of the 
business 
architecture  

– They would form the 
'bones' of a garden) 

– Data organizations 
have remained the 
most stable business 
architecture 
component across 
my 40+ year career  

• Are required as a 
condition of 
deployment 
– Cannot launch/

deploy without 
something 

– Many are not as 
organizationally 
useful as they could 
be (representing 
quantifiable 
opportunity costs) 

– Consider a basic 
part of any system 
documentation 

– Often missing
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https://en.wikipedia.org/wiki/Data_model#/media/File:3-4_Data_model_roles.svg

• Flexible, adaptable data structures 
• Cleaner, less complex code 
• Ensure strategy effectiveness measurement 
• Build in future capabilities 
• Form/assess merger and acquisitions strategies 

– For example:  it was a poor design choice to require an employee to be either as 
salesperson or a manager (there is not structural support for managerial sales) 

– This decision 'haunted' the organization until the system was replaced

Data Models Used to Support Strategy
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Employee 
Type Employee

Sales 
Person Manager Manager 

Type

Staff 
Manager

Line 
Manager

Adapted from Clive Finkelstein Information Engineering Strategic Systems Development 1992
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Data Modeling  

Fundamentals 

Achieving common understanding

Program
• What is data modeling required for? 

– Increasing understanding–systems to humans 
– Precisely defining data 
– Achieving simplification goals 
– Focused points of agreement 
– Understanding, building & deploying stable business models/strategy 

• Why is modeling required for data understanding? 
– Why model anything? 
– Data requires precise definitions/agreements/understandings 
– Suboptimal data practices accumulate data debt 
– Data modeling describes important details about data that must be perfect 
– Should be considered from a primarily iterative development context 
– Understand and document data structures 

• How using data models effectively 
– Leverages a standard communication form 
– Reduces corrosive anomalies 
– Keeps focus on motivation using purpose statements 
– Captures and communicates vital business information  
– Forward engineering (Goal=Development/Building) 
– Reverse engineering (Goal=Understanding) 

• Take Aways, References, Q&A  
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Diagram from Ellen Gottesdiener www.ebgconsulting.com

draw
critique

test
dialog

select decide
filter

summarize
design

rank
review cluster

generate evaluate

list

visible to participants

Structure 
for 

organizing 
things

Framework for 
decision making

Requires tools for problem solving and 
decision making

Easy to review and validate

graphic

text

Prototype and mockupFramework for understanding and design
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What a model is 
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• Represent expertise 
• Store and formalize information 
• Filter out extraneous detail 
• Define an essential set of 

information 
• Help understand complex 

system behavior 

• Monitor/predict system  
responses to changing  
environmental conditions 

• Communicate more effectively/
efficiently 
➡ Novice/expert 
➡ Business/technical 
➡ Human/software 

• Streamline documentation 
• Monitor and predict system 

responses to changing 
conditions 

• Gain information from the 
process of developing and 
interacting with the model 

• Evaluate various scenarios or 
other outcomes indicated by the 
model 

• Understand behaviors  
• Illustrating patterns and 

metapatterns

Illustrating  
Model  
Utility

Why Model?
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• Would you build a house without an 
architecture sketch?

• Model is the sketch of the system to be 
built in a project.

• Would you like to have an estimate how 
much your new house is going to cost?

• Your model gives you a very good idea of 
how demanding the implementation work 
is going to be!

• If you hired a set of constructors from all 
over the world to build your house, would 
you like them to have a common 
language?

• Model is the common language for the 
project team.

• Would you like to verify the proposals of 
the construction team before the work gets 
started?

• Models can be reviewed before thousands 
of hours of implementation work will be 
done.

• If it was a great house, would you like to 
build something rather similar again, in 
another place?

• It is possible to implement the system to 
various platforms using the same model.

• Would you drill into a wall of your  house 
without a map of the plumbing and electric 
lines?

• Models document the system built in a 
project. This makes life easier for the 
support and maintenance!

powerpivotpro.com



Data Models Exist (whether you like it or not)
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deviantart.com

• All system have  
data models 
– Some are better 

understood and 
documented (and 
therefore more 
useful to the 
organization) than 
others
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The 
Princess 
on the 
Pea  
 

by  
Hans Christian 
Andersen

on

Sleepless



Doing a poor job with data
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• Failure to understand the role of data  
re: proposed and  
existing software/services 
– Locks in imperfections for the life of the application 

– Restricts data investment benefits 

– Decreases organizational data leverage 

• Accounts for 20-40% of IT budgets  
devoted to evolving 
– Data migration (Changing the data location) 

– Data conversion (Changing data form, state, or product) 

– Data improving (Inspecting and manipulating, or re-keying  
      data to prepare it for subsequent use) 

• Lack of data capabilities causes everything else to 
– Take longer 

– Cost more 

– Deliver less 

– Present greater risk (with thanks to Tom DeMarco)

Without Data Structures/models …
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It is not as easy to visualize the cost of Data 
Debt or that it depletes organizational 
resources: 
• Slowing progress 
• Decreasing quality 
• Increasing costs 
• Presenting greater risks



Running  
Query
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Optimized Query
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Repeat 100s, thousands, millions of times ...
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D E A T H   
B Y  A   

T H O U S A N D   
C U T S

w o r k i n g    
w h i l e   

b l e e d i n g    
p r o f u s e l y
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unnecessary 
discomfort 
from lots of 
small cuts

$1.5 billiion USD

Data modeling
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• The process of discovering, analyzing, and 
scoping data requirements  
– Understand what the data things are? 

– What do they do? 

– How do they interact? 

• Representing/communicating requirements in 
a precise form called a data model 
– Maps of critical business assets 

– Compose and contain metadata essential to data 
consumers 

– Function as a kind of sheet music language  

– Metadata is essential to other business functions 
(definitions for governance, lineage for analytics, etc.) 

• The process is iterative and may include a 
conceptual, logical, and physical model



process of discovering, analyzing, and scoping data requirements
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• For organizational     places  

• These are called Attributes 
– Attributes are characteristics of "things" 
– Creating unique versions of each  

class instance

• For organizational     places    
persons 
places 
things

created 
read 

updated 
deleted 
archived

whose 
information 
needs to be

process of discovering, analyzing, and scoping data requirements

• An organization might decide to  
characterize the parts of a THING as: 
– Attributes:  ID, description, status, 

sex.to.be.assigned, reserve.reason  

• Decisions to manage information  
about each specific attribute has  
direct consequences 
– A decision to use the above data  

attributes permits the organization to  
determine if it has female THINGs are available to be reserved 

• Characteristics can be shared 
– All THINGs may have a status 
– Many THINGs can be assigned to females 

• Characteristics may be required to be unique 
– ID permits identification every THING as distinct for every other THING 
– Description is likely to be  unique for each THING
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THING 
Thing.Id # 
Thing.Description 
Thing.Status 
Thing.Sex.To.Be.Assigned 
Thing.Reserve.Reason

Attributes arranged into an 
entity named "thing" – the 

attribute Thing.Id is the means 
used to identify a unique 

occurrence of thing



representing/communicating requirements in a precise form called a data model

• Q:  What is an Attribute? 
– A characteristic of an instance  

in a collection of business things  
about which we create, read,  
update, and delete information 

– In this example, the attribute  
"club id" tells us much about  
this data collection 

• What does the existence  
of this attribute tell us? 
– Clubs need to be identified (#)  

separately from one another 
– Club-specific information is  

likely maintained 
– Some concept (organization)  

exists above the 'club level' 
– ...
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Club 
—————
Club ID # 
…

https://anythingawesome.com

Club 
—————
Club ID # 
…

Attribute Definition

• Attributes describe an entity  
• Attribute values are characteristics of “instances of business things”

Club 
—————
Club ID # 
…
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Club 
————— 
Club ID # 
current promotion 
Maximum period of obligation 
number cancelled ytd 
number of members 
total units sold for club 
…



• Entities organized into a poorly  
designed model 

• What is a Relationship? 
– Natural associations between two  

or more entities

Relationships specify entity connections
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Club 
————— 
Club ID # 
current promotion 
Maximum period of obligation 
number cancelled ytd 
number of members 
total units sold for club 
…

 
ClubMember 
————— 
ClubMember ID # 
Club member first name 
Club member last name 
Club member net worth 
…

 
ClusterConnector 
————— 
ClubMember ID # 
Club ID # 
…

At Least 4 Variants of Modeling Notations
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Information Engineering
"

 Most pick this



Eventually One or Many (optional) 

Eventually One (optional)

Zero, or Many (optional)

One or Many (mandatory)

Exactly One (mandatory)

Possible Entity Relationship Cardinality Options
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(For Information Engineering)

• Defines mandatory/optional relationships using minimum/
maximum occurrences from one entity to another 

• Flaws in this example 
– How does a patient occupy 

more than one bed? 
– What if a bed is moved? 
– What is a room?

Ordinality and Cardinality Refine Relationships
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A BED is placed 
in one and only 
one ROOM

A ROOM 
contains zero 
or more BEDS

A BED is occupied by 
zero or one PATIENT

A PATIENT 
occupies at least 
one or more BEDS

PATIENT

Patient

Room

Bed
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You're describing the classic hospital bed assignment problem! 
Here's a data model that captures those business rules: 
Entities: 
• Bed: Represents a single bed in the hospital. 

◦ Attributes: BedID (primary key), BedType, 
BedFeatures, etc. 

• Room: Represents a room in the hospital. 
◦ Attributes: RoomID (primary key), RoomType, 

RoomNumber, Floor, etc. 
• Patient: Represents a patient admitted to the hospital. 

◦ Attributes: PatientID (primary key), PatientName, 
DateOfBirth, etc. 

Relationships: 
• Bed-Room: A one-to-many relationship. 

◦ A bed is located in one and only one room (rule 1). 
◦ A room can contain zero or more beds (rule 2). 

• Patient-Bed: A one-to-many relationship. 
◦ A patient can occupy one or more beds (rule 3). This 

allows for scenarios like a patient being moved to a 
different bed or occupying two beds for medical 
reasons. 

◦ A bed can be occupied by zero or one patient at a 
time (rule 4). 
 
 
 
 

Diagram: 
Here's a simple Entity-Relationship Diagram (ERD) to visualize 
the model: 

    Room *----1 Bed 
          | 
          | * 
          | 
        1-* Patient  
Additional Considerations: 
• Bed History: You might want to track the history of bed 

assignments for patients. This could involve adding a 
"BedAssignment" entity with attributes like PatientID, 
BedID, StartDate, and EndDate. 

• Room Capacity: You could add an attribute to the Room 
entity to specify its maximum bed capacity. 

• Bed Status: You might want to include a BedStatus 
attribute (e.g., "Available," "Occupied," "Cleaning") to track 
the current state of each bed. 

Example: 
• Room 101 (RoomID: 1, RoomType: 'Private', 

RoomNumber: 101, Floor: 2) contains Bed A (BedID: 10) 
and Bed B (BedID: 11). 

• Patient John Doe (PatientID: 123) is currently occupying 
Bed A. 

This model ensures that bed assignments are tracked 
accurately and efficiently, preventing conflicts and ensuring that 
patients are assigned to appropriate rooms and beds.

gemini.google.com



representing and communicating these in a precise form called a data model
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Thing.Id # 
Thing.Description 
Thing.Status 
Thing.Sex.To.Be.Assigned 
Thing.Reserve.Reason

Thing 1
Thing.Id # 
… 
 
 
 
 
 
 

Thing 2

Each THING 2 must be accompanied by a THING 1

Bed Room

Data Maps at the Entity Level ➜ Stored Facts
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Bed Room

a BED is related to a ROOM

More precision: 
many BEDS are related to many ROOMS

Bed Room
Better information: 

many BEDS may be contained in each ROOM and each room may contain many beds

What if beds can 
be moved?
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become instantiated  
and integrated into

 
Data Models 

authorizes and  
articulates 

sa
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Trusted Catalog

The process is iterative

Organizational Needs

System Requirements

Organizational Needs

System Requirements

Organizational Needs

System Requirements

Organizational Needs

System Requirements

Organizational Needs

System Requirements

Data models are developed in response to specific requirements

Each data arrangement is a data structure
Data structure characteristics 
• Grammar for data objects  

– Grammar is the principles  
or rules of an art, science,  
or technique "a grammar  
of the theater" 

Constraints for data objects 
• Uniqueness 
• Order  

– Hierarchical 
– Relational 
– Sequential 
– Network 
– Lake 
– other 

• Balance 
• Optimality
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http://www.nist.gov/dads/HTML/datastructur.html 

"An organization of information, usually in memory, for better algorithm efficiency, such as queue, stack, linked list, heap, dictionary, and tree, or conceptual unity, such as the name and address of a person. It may include redundant information, such as length of the list or number of nodes in a subtree." 
 

The fewer the better!



How are components expressed as data models?

• Details are 
organized into  
larger components 

• Larger 
components are 
organized into data 
models 

• Data models are 
organized into 
architectures
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A B

C D

A B

C D

A

D

C

B

Intricate

Dependencies

Purposefulness

How are data models expressed as architectures?
• Attributes are organized into entities/

objects 
– Attributes are characteristics of "things" 
– Entitles/objects are "things" whose  

information is managed in support of strategy 
– Example(s) 

• Entities/objects are organized into models 
– Combinations of attributes and entities are  

structured to represent information requirements 
– Poorly structured data, constrains organizational  

information delivery capabilities 
– Example(s) 

• Models are organized into architectures 
– When building new systems, architectures are 

used to plan development 
– More often, the business cannot make use of 

them in support of strategy implementation 
because the architectures are not understood
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Intricate

Dependencies

Purposefulness

THING 
Thing.Id # 
Thing.Description 
Thing.Status 
Thing.Sex.To.Be.Assigned 
Thing.Reserve.Reason
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Metadata 
Management
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Practice 
Areas

 from The DAMA Guide to the Data Management Body of Knowledge 2E © 2017 by DAMA International

• Analysis 
• Database Design 
• Implementation 
• Additional data  

development



ideogram.ai
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DAMA 中国⼤妈DAMA
• The most prevalent definition is of Chinese  

middle-aged women who through investment,  
social, and fashion choices behave differently from women their 
age in earlier generations owing to the massive social, economic, 
and demographic changes they have experienced.
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Data Modeling  

Fundamentals 

Achieving common understanding

Program
• What is data modeling required for? 

– Increasing understanding–systems to humans 
– Precisely defining data 
– Achieving simplification goals 
– Focused points of agreement 
– Understanding, building & deploying stable business models/strategy 

• Why is modeling required for data understanding? 
– Why model anything? 
– Data requires precise definitions/agreements/understandings 
– Suboptimal data practices accumulate data debt 
– Data modeling describes important details about data that must be perfect 
– Should be considered from a primarily iterative development context 
– Understand and document data structures 

• How using data models effectively 
– Leverages a standard communication form 
– Reduces corrosive anomalies 
– Keeps focus on motivation using purpose statements 
– Captures and communicates vital business information  
– Forward engineering (Goal=Development/Building) 
– Reverse engineering (Goal=Understanding) 

• Take Aways, References, Q&A  
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Where are your 
 (data) blueprints?



There are correct ways to organize data

• Optimization can be done for: 
– Flexibility 
– Adaptability 
– Retrievability 
– Risk reduction 
– ... 

• Techniques include: 
– Data integrity 
– Smart codes bad/dumb codes good 
– Architecture (table joins) 
– ...
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How Should it be Done? (Smart codes bad, dumb codes good)

• 804 → N zero N → long distance call signaling 

– All telephone switching equipment (hardware) had to  
be changed to not route calls to long distance if the  
hardware 'saw' a zero in the middle of a 3 digit number 

• Course listings 

– "You can not add another  
undergraduate business  
computer course" 

• A large organization has to  
expand a primary master  
data item by a number of digits 

– Requires upwards of 100,000 changes to be managed
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Table Handling

• A table is a collection of data items that have the  
same description, such as account totals or monthly averages; it 
consists of a table name and subordinate items called table 
elements. 

– Under representation of other database characteristics causes confusion and 
introduces risk to organizational data capabilities 

• In this example, the table consists of  
Song, Album 

• and length? 

• No, iTunes uses 

– Song Start Time 

– Song Stop Time 

• More flexible  
and less risky

© Copyright 2025 by Peter Aiken Slide # 67https://anythingawesome.com

https://www.ibm.com/support/knowledgecenter/en/SS6SG3_4.2.0/com.ibm.entcobol.doc_4.2/PGandLR/tasks/tptbl02.htm

(a hypothetical portion of the) iTunes Music database

• Question 
– What information is lost if we delete record #1?
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Record Purchaser ID Song Price
1 Purchaser #1 Cool Walk (Live) $0.99
2 Purchaser #1 Sushi (Live) $1.29
3 Purchaser #1 Love Ballade (Live) $0.99
4 Purchaser #2 A Salute to Bach (Medley) $0.99



Music database:  Deletion Anomaly
• Question 

– What information is lost if we delete record #1? 

• Answer 
– We loose the fact that "Purchaser #1" purchased "Cool Walk (Live)" 
– We loose the fact that "Cool Walk (Live)" costs $0.99 

• This is usually undesirable and unintended
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Record Purchaser ID Song Price
1 Purchaser #1 Cool Walk (Live) $0.99
2 Purchaser #1 Sushi (Live) $1.29
3 Purchaser #1 Love Ballade (Live) $0.99
4 Purchaser #2 A Salute to Bach (Medley) $0.99

Music database:  Insertion Anomalies
• Question:   

– Suppose we want to add new song "Cakewalk (Live)" and that it costs $1.29? 
– This is fact #1 

• Answer: 
– Cannot enter it until some future purchaser buys a copy of the song - Fact #2 
– We cannot insert a full row until we have an additional fact about that row 
– This is usually undesirable and unintended
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Record Purchaser ID Song Price
1 Purchaser #1 Cool Walk (Live) $1.99
2 Purchaser #1 Sushi (Live) $0.99
3 Purchaser #1 Love Ballade (Live) $0.99
4 Purchaser #2 A Salute to Bach (Medley) $0.99
5 Purchaser #? Cakewalk (Live) $1.29

Fact #2 Fact #1



Music database:  Update Anomalies
• Question:   

– Suppose we want to change the price of "Cool Walk (Live)" 
from $1.99 to $1.29? 

• Answer: 
– Change to data items such as Song requires examination of every single record 
– Will not catch spelling errors - such as "Coolwalk (Live)" 
– This is usually undesirable and unintended
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Record Purchaser ID Song Price
1 Purchaser #1 Cool Walk (Live) $1.99
2 Purchaser #1 Sushi (Live) $0.99
3 Purchaser #1 Love Ballade (Live) $0.99
4 Purchaser #2 A Salute to Bach (Medley) $0.99
5 Purchaser #3 Coolwalk (Live) $1.99
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gemini.google.com
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gemini.google.com
You're thinking about database normalization! It's a key 
concept in designing efficient and reliable databases. 
Here's an analysis of your table (ID, PURCHASER, SONG, 
PRICE) and whether it's normalized: 
Potential Issues: 
• Data Redundancy: If a purchaser buys multiple songs, their 

information (name, potentially address, etc.) would be 
repeated for each song, leading to wasted space and 
potential inconsistencies. 

• Update Anomalies: If a purchaser's information changes, 
you'd have to update it in multiple rows, increasing the risk 
of errors. 

• Deletion Anomalies: If you delete a song, you might 
unintentionally delete information about the purchaser if it's 
their only purchase. 

Normalization Steps: 
• To address these issues, you would typically normalize the 

table into multiple related tables: 
• Purchaser Table: 
• PurchaserID (primary key) 
• PurchaserName 
• PurchaserAddress 
• ...other purchaser attributes 
• Song Table: 
• SongID (primary key) 
• SongTitle 
• Artist 

• ...other song attributes 
• Purchase Table: 
• PurchaseID (primary key) 
• PurchaserID (foreign key referencing Purchaser table) 
• SongID (foreign key referencing Song table) 
• Price 
• PurchaseDate 
• ...other purchase attributes 
Benefits of Normalization: 
• Reduced Data Redundancy: Purchaser and song 

information is stored only once, minimizing storage space 
and ensuring consistency. 

• Improved Data Integrity: Updates and deletions are easier 
and less prone to errors. 

• Increased Flexibility: You can easily add new attributes or 
entities without restructuring the entire database. 

Normal Forms: 
• This normalization process typically follows a set of "normal 

forms," with each form addressing specific types of 
redundancy and anomalies. The above example likely 
achieves at least Third Normal Form (3NF), which is often 
sufficient for most applications. 

• In summary: 
• The original table (ID, PURCHASER, SONG, PRICE) is 

likely not fully normalized. By breaking it down into separate 
tables for purchasers, songs, and purchases, you can 
create a more efficient, reliable, and scalable database 
structure.
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How Should it be Done? (In General)

• As much as possible,  
store 1 fact per row 
– Row 2 is a good example  

as it shows both that  
Purchaser #1 has  
purchased Sushi (Live) and  
that it costs $0.99 

– These are two distinct facts and are correctly stored in two tables sharing a 
formal relationship 

– More remains codes
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PURCHASES
Row Purchaser ID Song

1 Purchaser #1 Cool Walk (Live)
2 Purchaser #1 Sushi (Live)
3 Purchaser #1 Love Ballade (Live)
4 Purchaser #2 A Salute to Bach (Medley)
5 Purchaser #3 Coolwalk (Live)
6 Purchaser #3 A Salute to Bach (Medley)

ORIGINAL
Record Purchaser ID Song Pric

e1 Purchaser #1 Cool Walk (Live) $1.99
2 Purchaser #1 Sushi (Live) $0.99
3 Purchaser #1 Love Ballade (Live) $0.99
4 Purchaser #2 A Salute to Bach 

(Medley)
$0.99

5 Purchaser #3 Coolwalk (Live) $1.99

PRICING
Record Song Price

1 Cool Walk (Live) $1.99
2 Sushi (Live) $0.99
3 Love Ballade (Live) $0.99
4 A Salute to Bach 

(Medley)
$0.99

5 Coolwalk (Live) $1.99



How Should it be Done? (Joining Tables)

• Data from the two tables is joined to provide requested information  

• The name variants for Cool Walk have been resolved 

• PRICING table is a more flexible, adaptable engineered solution
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PURCHASES
Row Purchaser ID Song

1 Purchaser #1 Cool Walk (Live)
2 Purchaser #1 Sushi (Live)
3 Purchaser #1 Love Ballade (Live)
4 Purchaser #2 A Salute to Bach (Medley)
5 Purchaser #3 Cool Walk (Live)
6 Purchaser #3 A Salute to Bach (Medley)
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(each price instance can provide context for many purchase instances)

PRICING
Record Song Price

1 Cool Walk (Live) $1.99
2 Sushi (Live) $0.99
3 Love Ballade (Live) $0.99
4 A Salute to Bach 

(Medley)
$0.99
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Definition of Bed



Standard definitions might not provide sufficient context

© Copyright 2025 by Peter Aiken Slide # 77https://anythingawesome.com

BED

Something you sleep in 

Purpose statement incorporates motivations
Entity: BED  
Data Asset Type: Principal Data Entity 
Purpose: This is a substructure within the Room 

 substructure of the Facility Location. It contains  
 information about beds within rooms.  

Source: Maintenance Manual for File and Table 
 Data (Software Version 3.0, Release 3.1) 

Attributes: Bed.Description 
 Bed.Status 
 Bed.Sex.To.Be.Assigned 
 Bed.Reserve.Reason 

Associations: >0-+ Room 
Status: Validated
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Draft

Missing Bed.Transponder.Id?

A purpose statement describing  
–   Why the organization is maintaining information about this business concept;  
–   Sources of information about it; 
–   A partial list of the attributes or characteristics of the entity; and 
–   Associations with other data items (read as "One room contains zero or many beds.")
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 from The DAMA Guide to the Data Management 
Body of Knowledge © 2009 by DAMA International

Primary 
deliverables 

become reference 
material

Data 
Modeling 

Example #1

Model Purpose Statement: 
This model codifies the official  
vocabulary to be used when  
describing aspects of any of the  
following organizational concepts: 
–  Subscriber 
–  Account 
–  Charge 
–  Bill

Data Modeling Example #2
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fuel

rent-rate

phone-rate

phone-call

rental 
agreement

customer

auto

repair 
historyphone-unit

Source:  Chikofsky 1990
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Model Purpose Statement: 
This model codifies the official  
vocabulary to be used when  
describing aspects of any of the  
following organizational concepts: 
–  fuel 
–  customer 
–  auto 
–  rental agreement 
–  rent-rate 
–  phone-call 
–  phone-rate 
–  phone-unit 
–  repair history 
It is documentation shown 
during the on- 
boarding process

Interpretations: 
1. Car rental company 
2. Rental agreement is central 
3. No direct connection between 

customer and contract 

4. Contract must have a 
customer 

5. Nothing structural prevents 
autos from being rented to 
multiple customers 

6. Phone units are tied to rentals



Data Modeling Example #3
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salesperson 
name

commission 
rate

invoice # amount date paid

customer 
name addresscustomer #dateorder #

pricequantityorder #item #

quantity 
on handdescriptionsupplieritem # cost

SALESPERSON

INVOICE

ORDER

CATALOG

LINE ITEM
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• Sales commission-based pricing information 
• Difficult to change a customer address 
• Price not included in the catalog 
• Easy to implement variable pricing - difficult to implement 

standard pricing - is standard pricing implemented 
• Sales person information is not directly tied to the order 
• Do sales people sell things that are shipped quickly so they get 

their commission quicker? 
• Nothing prohibits a sales from having multiple 

sales persons 
• Multiple invoices are allowed for a single order 
• Partial shipment is allowed  
• It is not possible to determine what part of an 

order the invoice pertains to
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Model Purpose Statement: 
This model codifies the official  
vocabulary to be used when  
describing disposition related 
organizational concepts: 
–  user 
–  admission 
–  discharge 
–  encounter 
–  facility 
–  provider 
–  diagnosis
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Data Model #4:   
DISPOSITION
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• At least one but possibly more system USERS enter the 
DISPOSITION facts into the system. 

• An ADMISSION is associated with one and only one 
DISCHARGE. 

• An ADMISSION is associated with zero or more 
FACILITIES. 

• An ADMISSION is associated with zero or more 
PROVIDERS. 

• An ADMISSION is associated with one or more 
ENCOUNTERS. 

• An ENCOUNTER may be recorded by a system USER. 
• An ENCOUNTER may be associated with a PROVIDER. 
• An ENCOUNTER may be associated with one or more 

DIAGNOSES.
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ADMISSION Contains information about patient admission 
history related to one or more inpatient episodes 

DIAGNOSIS Contains the International Disease Classification 
(IDC) of code representation and/or description 
of a patient's health related to an inpatient code 

DISCHARGE A table of codes describing disposition types 
available for an inpatient at a FACILITY 

ENCOUNTER Tracking information related to inpatient 
episodes 

FACILITY File containing a list of all facilities in regional 
health care system 

PROVIDER Full name of a member of the FACILITY team 
providing services to the patient  

USER Any user with access to create, read, update, 
and delete DISPOSITION data

Death must be a valid disposition code!

Data Model #4:  DISPOSITION

ANSI-SPARC 3-Layer Schema
1. Conceptual - Allows independent 

customized user views: 
– Each should be able to access the same 

data, but have a different customized view of 
the data. 

2. Logical - Hides the storage details 
from users:  
– Users should not have to deal with physical 

database storage details. They should be 
allowed to work with the data itself, without 
concern for how it is physically stored. 

3. Physical - The database should be 
able to change the database storage 
structures without affecting the users’ 
views:  
– Changes to the structure of an organization's 

data will be required.  The internal structure 
of the database should be unaffected by 
changes to the storage
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For example, a changeover to a 
new DBMS technology. The 

database administrator should 
be able to change the global 

structure of the database 
without affecting the users.



3-Dimensional Model Evolution Framework

© Copyright 2025 by Peter Aiken Slide # 85https://anythingawesome.com

Validated #

Not Validated $

A
s 

Is
 %

  
To

 B
e 
☁

Physical 'Logical !Conceptual (

Every modeling change can be mapped 

to a transformation in this framework!

Forward Engineering
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As Is Requirements 
Assets WHAT?

As Is Design Assets 
HOW?

   As Is Implementation  
   Assets AS BUILT



As Is Requirements 
Assets WHAT?

As Is Design Assets 
HOW?

   As Is Implementation  
   Assets AS BUILT

Ex
ist

ing

Reverse Engineering
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A structured technique aimed at recovering rigorous 
knowledge of the existing system to leverage 

enhancement efforts [Chikofsky & Cross 1990]

As Is Requirements 
Assets WHAT?

As Is Design Assets 
HOW?

   As Is Implementation  
   Assets AS BUILT

Ex
ist

ing
Ne

w

Reengineering
Reverse Engineering

Forward engineering

Reimplement

To Be  
Implementation  
Assets

To Be 
Design  
Assets

To Be Requirements 
Assets

• First, reverse engineering the existing system 
to understand its strengths/weaknesses 

• Next, use this information to inform the 
design of the new system
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Normalization (how not to do it but how it is always done)

As Is Information 
Requirements 
Assets

As Is Data Design Assets As Is Data Implementation  
Assets

E
xi

st
in

g 
(A

S
-IS

)
N

ew
 (T

O
-B

E
)
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Reverse Engineering

Forward engineering
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Normalization (better explanation)

As Is Information 
Requirements 
Assets

As Is Data Design Assets As Is Data Implementation  
Assets

E
xi

st
in

g 
(A

S
-IS

)
N

ew
 (T

O
-B

E
)
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Reverse Engineering

Forward engineering
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Other logical 
as-is data 
architecture 
components

Technology 
Dependent/ 

Physical

Technology 
Independent/ 

Logical

Technology 
Independent/ 

Logical

Technology 
Dependent/ 

Physical 
To-Be

• First, reverse engineering the existing system 
to understand its strengths/weaknesses 

• Next, use this information to inform the 
design of the new system



Each modeling cycle has an articulated purpose
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Bed 
Entity: BED  
Purpose: This is a substructure within the room 
 substructure of the facility location. It  
 contains information about beds within rooms.  
Attributes: Bed.Description 
 Bed.Status 
 Bed.Sex.To.Be.Assigned 
 Bed.Reserve.Reason 
Associations: >0-+ Room 
Status: Validated

Keep them focused on data model purpose
• The reason we are locked in this 

room is to: 
– Mission:  Understand formal 

relationship between soda and 
customer 

• Outcome:  Walk out the door with a data model 
this relationship  

– Mission:  Understand the 
characteristics that differ between  
our hospital beds 

• Outcome:  We will walk out the door when we 
identify the top three characteristics required to 
manage hospital beds. 

– Mission: Could our systems handle the 
following business rule tomorrow? 

– "Is job-sharing permitted?" 

• Outcomes:  Confirm that it is possible to staff a 
position with multiple employees effective 
tomorrow
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selects and pays forgiven to

Soda

Customer

selects

can be filled by zero or 1

Employee Position

has exactly 1

How does our 
perspective change:  
the primary means of 

tracking a patient



Don’t Tell Them That You Are Modeling!

Then make some 
appropriate connections 
between your objects
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Just write some stuff
 down

Then arrange it

Data Modeling Process
1. Identify entities 

2. Identify key for 
each entity 

3. Draw rough draft 
of entity 
relationship data 
model 

4. Identify data 
attributes 

5. Map data 
attributes to 
entities

© Copyright 2025 by Peter Aiken Slide # 94https://anythingawesome.com



Model evolution is good, at first ...
1. Identify entities 

2. Identify key for 
each entity 

3. Draw rough draft 
of entity 
relationship data 
model 

4. Identify data 
attributes 

5. Map data 
attributes to 
entities
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Relative use of time allocated to tasks during modeling
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 Preliminary Modeling Wrapup 
Activity  activities Cycles activities 
 
Evidence                                                        Analysis 
collection &  
analysis Collection 
 
Project  
coordination 
requirements Declining coordination requirements 
 
Target 
system 
analysis  Increasing amounts of target system analysis 
 
Modeling  Validation 
cycle 
focus  Refinement



Source:http://dmreview.com/article_sub.cfm?articleID=1000941 used with permission

Metadata Models
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Data Modeling  

Fundamentals 

Achieving common understanding

Program
• What is data modeling required for? 

– Increasing understanding–systems to humans 
– Precisely defining data 
– Achieving simplification goals 
– Focused points of agreement 
– Understanding, building & deploying stable business models/strategy 

• Why is modeling required for data understanding? 
– Why model anything? 
– Data requires precise definitions/agreements/understandings 
– Suboptimal data practices accumulate data debt 
– Data modeling describes important details about data that must be perfect 
– Should be considered from a primarily iterative development context 
– Understand and document data structures 

• How using data models effectively 
– Leverages a standard communication form 
– Reduces corrosive anomalies 
– Keeps focus on motivation using purpose statements 
– Captures and communicates vital business information  
– Forward engineering (Goal=Development/Building) 
– Reverse engineering (Goal=Understanding) 

• Take Aways, References, Q&A  



Data Modeling for Business Value
• Goal must be shared IT/business understanding 

– No disagreements = insufficient communication 

• Data sharing/exchange is automated and  
dependent on successful engineering/architecture 
– Requires a sound foundation of data modeling basics  

(the essence) on which to build technologies 

• Modeling characteristics evolve during the analysis 
– Different model instances may be useful to different analytical problems 

• Incorporate motivation (purpose statements) in all modeling 
– Modeling is a problem defining as well as a problem solving activity 

• Use of modeling is more important than selection of a specific 
method 

• Models are often living documents 
• Models need to be available in an easily searchable manner 
• Utility is paramount 

– Adding color and diagramming objects customizes models and allows for a more 
engaging and enjoyable user review process
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 Inspired by: Karen Lopez http://www.information-management.com/newsletters/enterprise_architecture_data_model_ERP_BI-10020246-1.html?pg=2 
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Introduction

Interest in reverse engineering is growing as organizations attempt to reengineer
existing systems instead of replacing them.  When a system is reverse engineered, it is
examined, documented, modeled, analyzed, and understood in order to better inform
subsequent efforts.  Of additional value, the reverse engineering analysis outputs can
being reused as a source of enterprise architecture components.  Since successful
systems reengineering (SR) depends on effective reverse engineering, it (reverse
engineering) is viewed as a critical part of SR.
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Figure 1 illustrates how SR is based on coordinated reverse and forward engineering
activities, where forward engineering benefits from information gained by reverse
engineering.  A general SR goal is often stated as - delivering output meeting user
requirements, using systems that currently do not.  Organizations are turning to SR as a
means of upgrading their existing information systems in situations where it appears to
be a less expensive alternative to system replacement [1].  Three conditions can make
it difficult for organizations to adapt their information systems to meet changing
business needs - each is described below.

• Complex Legacy Environments - many organizations have developed stand alone,
or 'stovepiped' information systems (IS) that are both brittle and unintegrated.  Over
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time, changing user and business conditions continually evolve information
integration requirements.  Interfaces were typically developed in response, linking
the outputs of one system to the inputs of another based on common understanding
of the data.  Interfaces describe the requirements for periodic data exchanges
among systems.  Eventually brittle situations, such the example shown in Figure 2,
are the result.  Because these systems weren't developed to easily exchange data,
they don't.  Changes, for example, in the payroll database require might require
corresponding changes to personnel and manufacturing applications.  Changes to
the personnel applications might require corresponding changes to the personnel
database that may in turn also require still further changes to the manufacturing
applications, etc.

• Business Reengineering - Unintegrated and brittle information systems are also
often barriers to a popular business process reengineering (BPR) technology -
shared data.  Data sharing can be defined as logically centralizing an integrated
organizational data store containing integrated requirements that are capable of
meeting multiple organizational and/or user requirements.  Almost specified as
universally as a 'user friendly interface,' the concept of shareable data is a key
technological requirement for many BPR efforts (see [2], [3], or [4] for examples).
Data sharing is prerequisite to organizational integration.  Before efficiently sharing
data across the organization and with external partners, organizations must analyze
and integrate their data.

• Data Access Difficulties - in addition to being key to implementing many of today's
business practices, data sharing difficulties within an organization can cause
information to be difficult to obtain and expensive to maintain.  These characteristics
can effectively discourage sharing with external partners and block important growth
opportunities.  For example, organizations such as Wal-Mart prefer to conduct
business with partners by directly exchanging data (see [5] and [6]).

Faced with these conditions, organizations are wondering where they should begin and
what has worked for other organizations as they address problematic data issues?
Reverse engineering a system's data has proven a successful approach to
reconstituting the understanding and/or the physical condition of organizational data
systems that have deteriorated or become unclear.  The remainder of this paper
describes the reverse engineering of data as applied to resolving organization data
problems.  It presents an overview of the reverse engineering of data, characterizing the
current state of the practice and detailing an approach co-developed by the author.  The
next section of this paper defines the reverse engineering of data using a DRE template
and a DRE activity model.  The third section describes DRE guidance, analysis, and
tools.  The fourth describes situations when DRE has proven successful.  The paper
closes with a discussion of the lessons learned.
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The Reverse Engineering of Data

Reverse engineering goals are: to analyze a system; to identify the system's
components; to identify the system component's interrelationships; and to create
representations of the system in another form or at a higher level of abstraction [7].
When considering reengineering as to system enhancement methodology, the question
arises as to what reverse engineering techniques should be applied?  Types of reverse
engineering actively being researched include: system, software, database, and data.

An initial reverse engineering focus has been on software.  The annual IEEE reverse
engineering conferences have been populated with software oriented reverse
engineering research, investigating topics such as the automation of techniques that
answer questions such as: What does this program do ... ?" "Why does this program do
... ?" or "How does this program perform ... ?"  [8]

If the focus of a reverse engineering effort is on system or organizational data, the
analysis should be labeled as data reverse engineering (DRE) - defined as:  the use of
structured techniques to reconstitute the data assets of an existing system [9].  DRE
offers an effective means of addressing situations where:

• the scope of the investigation is on the system wide use of data;
• the problem sparking the investigation is caused by problematic data exchange or

interfaces; or
• the reengineering goals require a more strategic than operational analysis focus.

Consider as an example, a situation (described later as Scenario #1) with more than
1,400 application programs associated with the personnel system to be replaced.  The
functioning of just a few programs was of interest to the SR effort because the basics of
personnel information management are generally understood (see for example, Figure
3.5 of [10]) and because the vast majority were being replaced by new system
components.  With the exception these few programs, individual program functionality
was less important than understanding the system data oriented input, output, and
maintenance capabilities.  These were analyzed so that potential replacement system
capabilities could be assessed for their ability to satisfy the current and future
organizational requirements.

A further distinction can be drawn between the reverse engineering of data and the
reverse engineering of databases.  In a series of publications, Blaha (see for example
[11], [12], or [13]) and others have described many aspects of database reverse
engineering.  Because, by definition, databases possess certain homogenous
characteristics [14], database reverse engineering is often a more structured version of
data reverse engineering.  Often times the database schema, the metadata, the
directory structure, or other system descriptions can be reported automatically, leading
to reverse engineering activities that are more tightly focused with respect to the project
duration, reverse engineering technique, and tool set.  On the other hand, because of
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greater likelihood of encountering non-standard systems, DRE tends to be potentially
more involved, broader in scope, and less well supported from a tool perspective.

Another situation that required DRE analysis was characterized by a 'home grown - one
of a kind' data management system utilizing fixed length 5,000 character records
maintained by a system that serviced more than 100 different Federal agencies.  The
data structures of the individual records were translated at run time using a series of
conceptual schema overlays.  Any given record's layout was dependent on both its data
content type and its agency affiliation in order to determine which overlay would
correctly read the data.  There was no chance of locating CASE tool support and the
data engineers had none of the traditional database structure rules to rely upon when
performing the analysis.  Because of a low degree of automated support, DRE was
accomplished manually by the data engineering team.

This illustrates where DRE was a cost effective, data centered approach to systems
reengineering where automated techniques were not available or not materially useful.
DRE provides a structure permitting data engineers to reconstitute specific
organizational data requirements and then implement processes guiding their
resolution.  Because it is a relatively new formulation of systems reengineering
technologies most organizations are unaware of DRE as a technique and practice a
less structured approaches in response to data challenges.  This variation of DRE was
developed as an outcome of the Department of Defense's Corporate Information
Management Initiative where the author's position as a reverse engineering program
manager was to oversee the requirements engineering and formalization of thousands
of management information systems requirements supporting Defense Operations [15].

In this and the following section DRE is described in more detail using: a DRE template;
a DRE activity model; and a model of the data to be captured during DRE analysis - a
DRE metadata model.

A DRE Analysis Template

Table 1 illustrates a DRE analysis template providing: a system of ideas for guiding
DRE analysis; an overall metadata gathering strategy; a collection of measures; and an
activity/phase structure that can be used to assess progress toward specific
reengineering goals.

The template has been used to facilitate project knowledge development on a number
of data reengineering projects.  It consists of 13 activities, comprising three analysis
phases:  initiation, implementation, and wrap-up.  A number of outputs are used to
leverage subsequent system enhancement efforts.  Each DRE activity produces a
specific output and associated activity measures.  Production and acceptance of
outputs delivery signals activity completion.  For example, the fifth activity, 'preliminary
system survey,' results in the data contributing to the development of an analysis
estimate.  Estimate data establishes the analysis baseline and also produces an initial
assessment of the analysis estimation process that can be periodically reexamined.
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# Activity Outputs - Measures
INITIATION PHASE

1 Target system identification Candidate target systems - the 'size and shape' of the reengineering challenges
2 Preliminary coordination Target system points of contact - measures of non-technological complexity
3 Evidence identification & access Target system evidence - indications of system reengineering feasibility
4 Analysis team initiation Team directory - determination of ROI component derivations and starting date
5 Preliminary system survey Analysis estimate data - analysis baseline and an estimation process evaluation
6 Analysis planning Analysis plan - measure targets are established and initial gathering begins
7 Analysis kickoff Analysis charter and authorization - articulation of initial:  system; financial; and

organizational expectations
IMPLEMENTATION PHASE

8 Target system analysis MR/V cycles (repeat until complete) - cycle measures, team productivity data
8.1 — Cycle planning Focused plan for next cycle - specific entities and attributes to be modeled
8.2 — Evidence acquisition Structured evidence - indications of team cohesion and domain knowledge
8.3 — Evidence analysis Candidate entities and attributes - TT data bank component
8.4 — Straw model development Data entities organized into models - TT straw model development
8.5 — Model refinement and

validation (MR/V)
Clearer, more accurate, validated models, TT model validation, RC to date and per
session

8.6 — Model storage and
organization

Accessible models and associated information, TT model storage, RC to
accessibility, data engineer productivity data

WRAP-UP PHASE
9 Data asset packaging CASE tool-based data assets - time stamp data, TT & RC per modeling cycle
10 Data asset integration Integrated data assets - TT & RC to integration
11 Data asset transfer Shared and shareable data assets - TT & RC to transfer
12 Analysis measures assessment Additions to the analysis measures database - measures assessment
13 Template refinement Continually improving template and implementation capabilities - analysis measures

Table 1 DRE analysis template (TT = time to; RC = resources consumed).

In the next subsection, each template activity is described in the context of a DRE
activity model.

DRE Activity Model

DRE analysis begins with typical problem solving activities.  Initiation is concerned with
identifying, understanding, and addressing any administrative, technical, and
operational complexities.  Initiation activities are designed to ensure only feasible
analyses are attempted.  Figuring prominently in the initiation phase is the development
of baseline measures describing the reverse engineering analysis in conceptual size
and complexity.  These are used to develop an analysis plan.  Figure 3 shows the
template activities configured into a DRE activity model.  Dotted lines illustrate
potentially useful feedback loops among activities.  Each activity is described below.
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Activity 1 - Target System Identification

The first DRE template activity is target system identification.  The identification activity
is required when organizational understanding of their data systems has degraded or
become confused.  Data architecture development activities guide, and systems
performance characteristics motivate and inform target system identification.  Activity 1
has two primary inputs.  System performance data and, in particular, data on
problematic system performance to help to identify specific data problems.  Data
architecture development needs can also influence the target system identification
providing a second incentive to reverse engineer.  This occurs when a DRE output
contributes to the correction of a system problem and at the same time produces a
lasting organizational data asset that assists in the development of an organizational
data architecture component (illustrated subsequently in Figure 4).

Activity 2 - Preliminary Coordination

Since some systems are shared among organizational components with differing needs,
the possibility exists for coordination difficulties.  Preliminary coordination is required
when systems serve multiple clients or when the reverse engineering can conflict with
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forward engineering demands.  In order to form the reverse engineering analysis team,
it is crucial to secure management approval to access the skills and knowledge of
available key system and functional specialists (a.k.a. key specialists).  The cross-
functional nature of DRE leads to three 'rules of thumb' for coordination:

1. Identified and prioritized system stake holder objectives must be synchronized with
the DRE objectives and priorities.

2. DRE analysis cannot be successful without coordinated system management
commitment.  High-level management approval is necessary but not sufficient.
Other management and systems personnel must also understand and support the
DRE analysis objectives, or else organizational politics may jeopardize analysis
success.

3. Negotiation, planning, and buy-in processes must be complete before attempting
analysis.

Activity 3 - Evidence Identification and Access

Evidence identification and access has a broad definition.  Obtaining access to
evidence can range: from explicitly obtaining key specialist participation; to getting
CASE tool readable versions of system dictionary data; to getting access to the proper
versions of the system documentation.  Data engineers assess the state of the evidence
to estimate the effort required to develop a validated system model.  Individual pieces of
evidence can be classified as being in one of three possible states:

• Synchronized.  Synchronized evidence accurately represents the current state of the
system.  Synchronized is the most desirable evidence classification state.  System
documentation that is produced and maintained using CASE technology is most
likely to be synchronized.  It has been also, unfortunately, the rarest.

• Dated or otherwise of imperfect quality.  If documentation exists, it can be outdated
or of poor quality.  Dated system evidence reflects the system as it existed at a point
in time.  Changes have been made to the system since the evidence was created.
Other types of data evidence imperfection could include corruption errors, technical
errors, and value errors such as completeness, correctness, and currency [16].  This
category describes most evidence available in DRE analysis.

• Not useful or not available.  The worst possible situation occurs when documentation
was never created in the first place or has become subsequently not useful or is
unavailable.

Activity 4 - Analysis Team Initiation

Initiation involves forming the analysis team, defining participation levels, and planning
target system analysis.  Team selection is important as members influence the



Reverse Engineering of Data/Peter Aiken Page 9

IBM Systems Journal 1998 - 37(2):246-269

articulation of business requirements.  Once constituted, beginning with the preliminary
system survey, they collectively perform the remainder of the DRE analysis.  To function
effectively as a team, they need to understand the analysis goals in the context of an
overall enterprise integration strategy.

Activity 5 - Preliminary System Survey

The preliminary system survey (PSS) is a scoping exercise designed to help assess the
analysis characteristics for reengineering planning purposes.  Survey data is used to
develop activity estimates.  The purpose of the PSS is to determine how long and how
many resources will be required to reverse engineer the selected system components.
The PSS is concerned with assessing system dimensions according to several types of
criteria including the:

• condition of the evidence;
• data handling system, operating environment, and languages used;
• participation levels of key systems and functional personnel; and
• organization's previous experience with reverse engineering.

Completed PSS results provide system characteristics used to develop a sound cost-
benefit analysis and a useful analysis plan.  Two structured techniques are applied
during the PSS: functional decomposition and initial data model decomposition.  Each
results in a validated model that serves specific roles (described in the next subsection).
Model development produces data useful for estimating the remainder of the analysis.
The models then guide subsequent target system analysis activities.

Activity 6 - Analysis Planning

Analysis planning involves determining: 1) key specialist availability; 2) the number of
analysis team members; and 3) the number of weeks of analysis team effort.  Core
system business functions are evaluated for overall complexity, described using model
components that are combined with a functional analysis rate per hour.  The activity
output is an estimate of the number of weeks required to accomplish the analysis.  The
team derives the analysis characteristics as a function of three components that are
instantiated using organization specific data.  Analysis characteristics are determined by
the three components: the relative condition and amount of evidence; the combined
data handling, operating environment, and language factor; and the combined key
specialist participation and net automation impact component.

In general, the value of the term describing the combined data handling, operating
environment, and language factor is greater than one.  It serves as a confounding DRE
characteristic, representing increased resources required to reverse engineer systems
with obscure or unknown data handling, operating environment, or programming
languages.  This component typically increases the set of baseline characteristics
established by the relative condition and amount of evidence component.
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In contrast, the availability of key specialists and automation can significantly increase
reverse engineering effectiveness.  Thus the component value typically ranges between
zero and one, reducing the overall analysis characteristics represented by the
combination of the first two components.  Once the analysis characteristics are known,
the analysis estimate is determined as a function of the analysis characteristics and the
historical organizational reverse engineering performance data (for more see [17]).

Activity 7 - Analysis Kickoff

Analysis kickoff marks the transition to implementation and the start of target system
analysis.  At this point it is useful to have achieved a number of setup milestones
including:

• identified and implemented solutions to required coordination issues;
• educated colleagues and project team members;
• confirmed participation commitments; and
• achieved participant consensus as to the nature of the investment in this enterprise

integration activity.

Activity 8 - Target System Analysis

Target system analysis is evolutionary in nature - modeling cycles are repeated until the
analysis has achieved the desired results or (in some cases) the analysis has become
infeasible.  Modeling cycles use evidence analysis techniques to derive validated
system models.  This is the activity most conceptually associate with DRE analysis.  It is
focused primarily on correctly specifying (at the same or at a higher level of abstraction)
information capable of describing:

• System information connecting requirements - these are driven by the number of
information sources and destinations; connecting in this context is defined as the
ability to access data maintained elsewhere.

• System information sharing requirements - driven by the volume and complexity of
the organizational information sharing and integration requirements, sharing is
defined as the ability to integrate and exchange information across systems using a
common basis for understanding of the data.

• System information structuring requirements - driven by the number and types of
relationships between coordination elements, understanding system structures
results in defined descriptions of user ability to extract meaning from data structures.

Target system analysis cycles are described in the next section.
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Activity 9 - Data Asset Packaging

Figure 4 illustrates packaged data asset uses.  Generally, data engineers complete
activity 9.  They supervise data asset validation, documentation, and packaging in
usable and accessible formats.  Data asset packaging ensures that data assets are
correctly packaged for delivery to other enterprise integration activities.

Two output formats are particularly useful:

1. A usually paper-based format that the analysis team can point to and say something
to the effect of 'the data assets created by this analysis are documented in this
binder, and data administration can help you obtain electronic access to them.'
While printed versions are largely symbolic, the value of packaged data assets is in
its representation of the largely intangible analysis required to produce it.

2. An electronic, CASE tool-based format stewarded by the functional community and
maintained by data administration.  In organizations that have implemented CASE
on an organization-wide basis, this information is readily accessible for other uses.

Because DRE analyses are made economically feasible by CASE tools, data asset
packaging often occurs continuously as the validated data assets are developed and
added to the data bank.  When models are 'published' in the organizational data bank,
they will be treated as organizational data assets facilitating and guiding future systems
development.
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Activity 10 - Data Asset Integration

Because of the cumulative nature of DRE analysis outputs, the data assets developed
during DRE analyses can be made more valuable by integrating them with other data
assets developed during other enterprise integration activities.  Data asset integration
involves, for example, explicitly addressing redundant data entities, data synonyms
(where different terms have similar meanings), and data homonyms (same
pronunciation but different meanings).  This activity's goal is to resolve instances of data
confusion and place the target system models in accurate perspective relative to other
data assets.  Outputs from activity 10 are integrated data assets.  These assets are
made more useful to the remainder of the organization through data administration
programs.

Activity 11 - Data Asset Transfer

Template activity 11 is formal recognition and enforcement of the fact that most DRE
analyses produce outputs that are required by other enterprise integration activities.
Making data assets available to other enterprise integration activities is the most
tangible DRE analyses output.  Data asset transfer enforces the notion that DRE
activities are designed to provide specific information useful to other enterprise
integration activities.

Figure 5 illustrates how a single DRE analysis can produce five different types of assets
useful to other enterprise integration activities.  Potential data asset transfers include
the following:

1. Regular information exchanges with concurrent infrastructure evaluation activities
help the organization to identify unmet gaps.
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2. Data assets exchanged with As Is process reverse engineering efforts to concisely
illustrate the existing organizational data capabilities.

3. System-related technology constraints and opportunities identified during DRE
analysis often provide specific infrastructure requirements information to subsequent
development activities.

4. Validated data assets are developed with the presumption that they will be
integrated into the organizational data architecture.

5. An inventory of existing data assets, containing the type and form of current data
can provide information about existing but unrealized data opportunities (such as
mining).  These can be quickly turned into 'low hanging fruit' in To Be business
process reengineering activities.

Making data assets available can involve changing the media, location, and format of
data assets to match requirements of other enterprise integration activities.  For
example, situations may arise where organizations are changing CASE tools.  In these
instances, the data assets may be translatable from one tool format to another via
various import/export utilities and/or exchange formats.  Other asset transfer
requirements may occur when the enterprise-level models need to be extended to link
to operational concepts or additional data assets.  The outputs of activity 11 are data
assets delivered on time, within budget, and meeting their intended purpose of proving
useful as inputs to other enterprise integration activities.

Activity 12 - Analysis Measures Evaluation

After the analysis is complete, the team summarizes and evaluates the analysis
measure data gathered periodically during the analysis.  The evaluation is used to
establish and refine organizational DRE productivity data used in both planning DRE
and strategically assessing enterprise integration efforts.  Examples of summary
measures collected include:

• the number of data entities analyzed;
• the number of duplicate data entities eliminated;
• the number of shared data entities identified;
• the project rationale;
• the expected financial benefit;
• information describing the overall analysis throughput;
• assessment of the key specialist participation; and
• reactions of systems management to the analysis.

The outputs of activity 12 become another set of measurements in the overall enterprise
integration analysis data collection.
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Activity 13 - Template and Implementation Refinement

One of the most important analysis closure items is collecting and recording
implementation measures, any refined procedures, tool and model usage data, and
operational concepts.  The outputs from template activity 13 are focused on assessing
and improving both the template and subsequent implementation.  The results and
changes are archived to permit subsequent analysis.

The net worth of the analysis outputs often cannot be accurately evaluated immediately
after the analysis.  This is because the overall contribution of these outputs towards
data administration goals and enterprise integration activities often become apparent
only in the context of longer term reengineering activities.  The nature of DRE analyses
and all enterprise integration activities is such that the benefits increase in value as the
results are integrated.  DRE analysis should be periodically reviewed with hindsight to
learn from the successes as well as the unexpected occurrences.  The activity results
are:  improved procedures; data on tool and model usage; and the template
implementation assessments.

DRE Guidance, Analysis, and Tools

As a structured technique, DRE analysis has three components: functional
decomposition; data model decomposition; and target system analysis.  Each is
described below and should be applied using the following guidance:

• Leverage of data management principles - understanding a relatively large amount
of information by modeling and managing a relatively small amount of metadata.
When scoping data reverse engineering projects, it is useful to understand nine
possible types of data reengineering outputs (DRO) illustrated in Figure 6 and
described below.  Optimizing DRE projects involves identifying and developing
requisite subsets of DRO.

• Modeling from integration points  - unlike a jigsaw puzzle where it is important to
begin at the edges, the structure of systems can often be understood most
effectively by beginning with existing system interfaces and working into the system.

• Immediate rapid development - candidate (or straw) versions of the models
developed early, quickly establish a common dialog among the analysis team and
other involved personnel such as the customer.  Because it is often easier to critique
than to create, it is better to confront a key specialist with an imperfect model than
with a blank screen.

• Living documents - by acknowledging that the models can be currently imperfect, the
organization treats the models as living documents and that will evolve into more
accurate versions throughout the analysis; this encourages constructive criticism
from the collaborators and quickly draws newcomers into the process.
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• Critical mass - understanding that the cumulative value of data assets increases at a
more rapid rate as the degree of asset integration increases.  The data assets
produced are worth much more to an organization after they have been integrated
with other data assets than by remaining as isolated groups describing individual
systems or components.  Over time, a key DRE goal is to expand the organizational
knowledge structure with these data assets.  As such, the relative value of the first
data assets produced (or any single group of data assets) will be less that the value
resulting from the integration of two or more data asset groups.
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Functional Decomposition

Figure 7 shows a sample functional decomposition.  DRE analysis develops an
accurate functional decomposition of the target system.  In some instances this already
exists because it is a basic form of system documentation.  When a valid system
decomposition must be reconstituted, the analysis goal is to describe the system
according to classes of related functions instead of attempting to deal with numerous,
individual functions.  Functional decompositions are usually maintained in the form of
structure chart following standard diagramming conventions (e.g.; Yourdon, DeMarco,
Gane and Sarson).

In a functional decomposition, the system is described in terms of the functions
performed within single function (labeled System Functions).  When accessing the
electronic version, 'double-clicking' on System Functions reveals that it is comprised three
primary functions.  Each function can be further decomposed into subfunctions that can
be further decomposed - down to the smallest useful description.

Unlike forward engineering, where analysts decomposes problems from the top-down,
in reverse engineering, the decomposition is often constructed from the bottom-up by
examining the system evidence.  The answers are given and the question to be derived
is - what sort of functions are performed by the existing system?  If analysis resources
permit, it can be cost-effective at this point to specifically identify subfunction data inputs
and outputs permitting development of data flow diagram-type system representations.
Collectively this information is used during analysis planning to establish milestones and
to assess system size and complexity.

Data Model Decomposition

Figure 8 is an example of a data model decomposition.  While similar in appearance,
this model is used to maintain information associating groups of related entities, to each
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other, and to categories of access (i.e. create, read, update, and delete) by certain
groups of users.  Using the functional decomposition as a basis, each unit of
decomposition is examined to determine whether it constitutes a work
group/collaboration focal point.  The goal is to develop candidate arrangements of and
then validated data entity groupings.  Data model decomposition is accomplished by
key specialists helping to model data relevant to each functional area represented by
the data model components.  Once validated, the data entity groupings are used to
reassess the functional decomposition validity and as the basis for developing further
project milestones.  For some systems there will be high correspondence between the
data model decomposition and the functional decomposition.  For others, the data
model decomposition will reveal different underlying data structures.  In these instances
the differences can be examined for possible process reengineering opportunities [18].

Target System Analysis - Data Reverse Engineering Metadata

Table 2 details the implementation phase (Phase II) of the template.  Target system
analysis consists of modeling cycles.  Modeling cycle activities can occur in various
formats ranging from: contemplative solitude; to phone consultation; to structured
interviews; to evidence analysis; to JAD-like, model refinement-validation (MR/V)
sessions.

The goal is to develop validated models of aspects of the target system.  Candidate
models are developed using: system data entities; the relationships between those
entities; and organizational business rules.  Candidate model development can be
greatly aided by the use of available data model pattern templates (such as those
catalogued by Hay in [12]).
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Implementation phase
# Name Activity Output

8 Target system analysis (repeated until completed)
8.1 Cycle

planning
• Evaluating and incorporating previous cycle results
• Identifying area of highest risk of lack of knowledge
• Specifying analysis targets and a plan for the current modeling

cycle

Focused plan for
obtaining desired results
from the next cycle

8.2 Evidence
acquisition

• Collecting evidence
• Cataloging evidence
• Structuring evidence
• Looking for missing evidence

Organized evidence

8.3 Evidence analysis Analyzing evidence for appropriateness & model development potential Candidate data entities
8.4 Straw model

development
Creating candidate models Data entities organized

into models
8.5 Model validation /

refinement
• Identifying changes in the model as a result of errors, new

knowledge, and normalization
• Documenting changes and further refining models
• Validating models using appropriate techniques

Clearer, more compre-
hensive, more accurate,
validated models

8.6 Model storage &
organization

Collecting, cataloging, and structuring models for archival and
configuration management purposes

Accessible models

Table 2 DRE Template Implementation Phase is comprised of modeling cycles.

The models are developed using system evidence (seven categories are defined in
Table 3).  The models are analyzed, reviewed, and improved by both functional and
technical analysis team members.  Revisions and refinements are made to the models
as new or clarified information comes to light during these sessions.  Data assets
produced during DRE are stored in the organizational data bank along with other
relevant analysis information.  Model components are integrated with other components
as required.  When a critical mass or sufficient quantity of models have been integrated,
the information in the data bank becomes capable of providing useful, consistent, and
coherent information to all levels of organizational decision making, creating conditions
for better organizational functioning.

Evidence category Examples

Key  specialists Domain knowledge from the specialists, business rules

Processes Functional descriptions, process models, code, user manuals

External data Screen, report, interface specifications, interfaces to other systems

Conceptual data Logical data models

Internal data Program variables, data element lists, tables, file layout structures

Policies Directives, guidelines, planning statements

System Program source, object code, job procedures, libraries, directories,
test cases, schemas, copylibs, make files, link maps, I/Os and other
documentation, data

Table 3 System evidence categories.
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Figure 9 shows possible uses of DRE analysis information.  DRE, and target system
analysis in particular, focus on creating representations of the target system using
appropriate entity relationship and other data modeling techniques.  Figure 10
represents the data required for DRE as a metadata model - a model of the information
capable of being captured during DRE (shown unnormalized to facilitate
understanding).

The DRE metadata model contains precise information required to understand the
target system that was unavailable or disorganized before the analysis.  Populating the
DRE metadata model is the primary focus of target system analysis.  The analysis goal
is to produce validated metadata model data.

For example, the goal of the functional decomposition (described above) is to populate
the PROCESS and DEPENDENCY entities.  The goal of the data model decomposition
analysis (also described previously) is to populate the initial version of the data stored in
the LOGICAL DATA and MODEL DECOMPOSITION entities of the metadata model.  Key to
successful analysis planning is identifying just how much of the data is required in light
of the analysis objectives.  A description of the DRE metadata model follows.

Visually, the model is centered around the data entities: LOGICAL DATA and STORED
DATA.  LOGICAL DATA entities are the conceptual things about which a system tracks.
Following standard definitions, LOGICAL DATA entities are facts about persons, places, or
things about which the target system maintains information.  Attributes are facts
grouped as they uniquely describe LOGICAL DATA entities.  Additional understanding is
obtained from the way each entity is 'related' or not related to each other entity.  STORED
DATA entities are instances where a LOGICAL DATA entity is physically implemented.  The
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LOGICAL DATA entity on the other hand is populated with entity type descriptions.  An
association linking each STORED DATA entity to one LOGICAL DATA entity indicates that
eventually one LOGICAL DATA entity should be related to one or more STORED DATA
entities and each STORED DATA should be linked to at most one LOGICAL DATA entity.
This structure indicates a requirement to define every PHYSICAL DATA entity by
associating it with one LOGICAL DATA entity.  Organization wide data sharing can begin
when STORED DATA entities are commonly defined using LOGICAL DATA entity
descriptions and applications process that data using the standard definitions.  This
mapping also permits programmatic control over the physical data using logical data
manipulation.

Moving next to the upper left-hand corner, extending across the top row are four entities
with the same association to the LOGICAL DATA entity.  The entities SCREEN DATA,
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INTERFACE DATA, INPUT, and OUTPUT also all have many to one associations between
themselves and LOGICAL DATA.  Information describing each CRT screen field is
maintained using the SCREEN DATA entity.  Each LOGICAL DATA entity is linked to every
instance where system code causes the item to be displayed as a SCREEN DATA field.
When populated, a database described by the model will maintain information as
specific as:  screen data attribute W of screen X is a display of attribute Y of logical data
entity Z.  (Each attribute can be displayed in multiple places in the system.)  The many
to one pattern of association is repeated for the PRINTOUT, DATA MODEL
DECOMPOSITION, DEPENDENCY, CODE, PROCESS, and LOCATION entities.  The analysis
goal is to be able to link each system INPUT, OUTPUT, INTERFACE, and SCREEN DATA
entity, with one and only one specific LOGICAL DATA entity thus defining common use
through out the system.

The MODEL DECOMPOSITION entity is associated with the LOGICAL DATA entity in a
manner indicating that each LOGICAL DATA entity exists on one or more model
DECOMPOSITIONS.  (Recall from above that MODEL DECOMPOSITIONS are used to
manage data model complexity by grouping data entities common to subsets of the
overall model.)  Following down the right hand side of the model, the DEPENDENCY entity
is used to manage interdependencies for data entities that are derived from within the
system and other functional or structural representations.  At the bottom right corner is
the entity CODE.  CODE contains references to each of the system code locations that
access each LOGICAL DATA entity.  For example, something as specific as, data entity W
is generated by a code location X of job-stream Y that is maintained at location Z.

Moving to the left along the bottom row of entities, the model indicates that the entity
INFORMATION has the same association but the interpretation here is definitional.
INFORMATION is defined in terms of specific LOGICAL DATA entities provided in response
to a request.  Following Appleton [19] data is a stored combination of a fact and a
meaning.  An INFORMATION is at least one datum provided in response to a specific
request.  The request and any data provided in response are identified using the
INFORMATION entity.  The INFORMATION entity is also associated with one or more USER
TYPES who generate specific information requests.  In addition, INFORMATION is also
associated with one or more specific LOCATIONS where the data needs to be delivered
in order to be of maximum value.  Similarly, an entity - PRINTOUT DATA ENTITY - accounts
for printout elements.  PRINTOUT is also associated with the LOCATION requiring the
printout.  The LOCATION entity has links to USER TYPES at a specific LOCATION, to the
FUNCTIONS performed at that LOCATION, to the INFORMATION requested by that
LOCATION, and to any system CODE stored at that LOCATION.  FUNCTIONS are defined as
the process of spending resources to deliver specific INFORMATION requested by a
specific USER TYPE at a specific LOCATION.

Since target systems analysis is cyclical in nature, the focus is on evolving solutions
from rapidly developed candidate or straw models that are refined with subsequent
analysis.  Three primary types of data are produced as a result: traceability information,
the data entity definitions, and the data map of the existing system.  While these three
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are useful individually, they are made most useful when maintained in an integrated,
CASE-based organizational data bank.

It is possible to accomplish target system analysis as a comprehensive examination of
the system, beginning at one starting point and proceeding through the entire system.
Usually this approach is unnecessarily cumbersome.  Experience indicates that Pareto's
Law applies to this situation - 80 percent of the time, DRE information requirements can
be captured by focused analysis of 20 percent of the system.  The question arises, how
does the DRE team determine which is the 20 percent that they should focus on?  This
is guided in part by the scope of the models produced.  Discrepancies between the
functional decomposition and the data model decomposition should be targeted for
early analysis to determine why the discrepancy exists between the users perception of
the system functions and the data entity groupings in the system that (in theory) support
the functions.  Key is to not start at one 'edge' of the system and plan to work through
the entire system in a comprehensive manner until the DRE metadata model is
complete.  Instead allow the DRE analysis goals to determine what information is
required for the analysis, target specific system aspects, and model these within their
operational context.  Data from this analysis is used to populate appropriate portions of
the DRE metadata model and develop products capable of meeting analysis goals.
Consider it an exercise of knowing the answers and determining the questions.

Developing and maintaining the completeness of the traceability matrices as specified
by the DRE metadata model is an important and challenging task.  Since few CASE
tools are capable of maintaining all of the required associations, organizations have
been developing their own metadata management support using, for example,
combinations of spreadsheet, word processing, and database technologies.  As
organizations become more proficient at DRE, the utility and ease of developing and
maintaining the metadata will increase.  Many CASE environments support data
definition language (DDL) production as a modeling outcome, permitting rapid
development by evolutionary prototyping of components such as: database structures;
views; screens; etc.

The data bank is used to maintain all of the information in the DRE metadata model.  It
contains entity definitions stored as part of the corresponding data map.  Key here is to
map system components directly onto the metadata.  The data model components
derived from the system evidence are analyzed and entered into the CASE tool.  The
data map is constructed by defining and associating the data entity groupings identified
as part of the PSS.  Each data model decomposition is populated with attributes
including key information.  As these are developed, they are assessed against existing
system data entities to see if they match.  Aliases are also catalogued and tracked.

Four specific changes in the modeling cycle activities should be observed during DRE
analysis.  Figure 11 shows how the relative amounts of time allocated to each task
during the modeling cycle change over time.  It also illustrates how the preliminary
activities occur prior to the start of the first modeling cycle in order to obtain the PSS
information.  The modeling cycle activity changes include:
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• Documentation collection and analysis.  Over time the focus shifts from evidence
collection to evidence analysis.

• Preliminary coordination requirements. Coordination requirements can be
particularly high in situations where managers are unaware of the analysis context or
the target system's role in enterprise integration activities.  Once target system
analysis commences, coordination requirements should diminish significantly.

• Target system analysis.  Just as the documentation and collection and preliminary
coordination activities decrease, the amount of effort that can be devoted to target
system analysis should increase steadily - shifting away from collection activities and
toward analysis activities.

• Modeling cycle focus.  By performing a little more validation and less refinement
each session, the focus of modeling cycles shifts correspondingly away from
refinement and toward validation activities.

The purpose of DRE analysis is to develop models matching the existing system state.
Model components should generally correspond one-for-one with the system
components.  Normalization and other forms of data analysis are deferred to forward
engineering activities and are performed on a copy of the models used to maintain the
existing target system metadata.  Additional information collected during this activity can
facilitate the development of distributed system specifications.  For example, sixteen
additional metadata entities useful in planning distributed systems and obtainable as
part of reverse engineering analysis are described in a later section (see Table 4).

Situations When DRE Has Proven Successful

This section presents several scenarios illustrating how DRE analysis has proven
successful solving data problems.  An interesting observation is that while DRE was
developed as a part of system reengineering, it has been effectively applied outside of
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that context (as in Y2K analyses).  Scenarios illustrate how DRE analysis was used to
recover system metadata that was used to solve a specific organizational data problem.

Scenario #1 - Distributed Systems Architecture Specification

To better meet evolving customer requirements, a system manager plans to evolve two
existing legacy applications from a mainframe base, by combining them into a single,
integrated two tiered and then to a three-tier client/server system.  The multi-year plan is
guided by an evolving, integrated data reengineering effort.  DRE formed the basis for
the data migration plans transforming the original systems to the two tier architecture.
The integrated models were developed by reverse engineering the two existing
systems.

The functional decomposition and data model decomposition assisted in the
development of specific data model views that were prototyped with the various user
communities, again, using CASE tool-based DDL output.  The integrated data model
consists of 126 entities and more than 2,800 attributes.  The completed two-tier
implementation consisted of more than 1,500 Oracle tables.  When the planning for the
two tier implementation was completed, the data engineers returned to modeling, this
time to populate the INFORMATION, LOCATION and USER TYPE entities, supplementing the
metadata  with sixteen additional attributes (see Table 12).

These extended data models are being used as the basis to develop data architecture
specifications for the three tier target system architecture.  Subsequent analysis
described specific user classes possessing different information requirement types at
hundreds of different locations.  Understanding the distributed information requirements
by location, will result in mapping of data between users and information requirements,
and it will become key, strategic system planning elements.  (More information on this
project is available, describing the data reengineering [20], business process
reengineering integration [21], development of the metadata [22], and project decision
analysis context [23]).
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# Primary use Metadatum Domain value

1 Architectural development Data quality  type -  Public
-  Private

2 Data usage  type -  Operational
-  DSS I:  single server node
-  DSS II:  multiple server nodes
-  DSS III:  distributed data and processing

3 Data residency type -  Functional
-  Subject
-  Geographic
-  Other

4 Application development Archival data type -  Continuous
-  Event-discrete
-  Periodic-discrete

5 Data granularity type Smallest unit of addressable data is an
-  Attribute
-  Element
-  Some other unit of measure

6 Architectural development Data performance issues Performance measurement/period of measurement

7 Application development Data access frequency Accesses/period of measurement

8 Data update frequency Update/period of measurement

9 Data access probability Likeliness that an individual data element of the total
population will be accessed during a processing period

10 Data update probability Likeliness that an individual data element of the total
population will be updated during a processing period

11 Architectural development Data integration requirements Number and possible classes of nodes

12 Data subject area Number and possible subject area breakdowns

13 Data grouping Useful for cataloging user-defined clusters

14 Application development Data location Number and availability of possible node locations

15 Data stewardship Range of all business units

16 Data system of record System responsible for maintaining data element's data

Table 4 Metadata attributes useful in client server application development that are obtainable as part
of DRE analysis (metadata derived from [24]).

Scenario #2 - Data Integration Problems

In a series of acquisitions, eight utility companies were merged with a parent
organization.  A data integration group was established to organize and produce job
streams from the eight subsidiaries' data.  Each of the eight subsidiaries transferred
separate billing and accounting data to the integration group.  The integration group's
mission was to consolidate subsidiary with the parent organization's data, and remove
errors from the job streams prior to transfer to the production systems (Figure 12).
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Encoding it so it could be traced back to the originating system, the integration group
performed a lengthy list of edit checks on the incoming data.  When the data was
thought ready, the integration group transferred the now scrubbed data via a job stream
interface to the parent organization's production systems.  The production systems
responded to bad data by failing.  All the data for an entire cycle must run at once,
completely and without data errors in order to produce any output.  In spite of rigorous
scrubbing, repeated problems have cost significant resources to correct as both
systems repeatedly fail due to bad or missing data.  A puzzling characteristic was that
no two problems encountered seemed the same - a unique data problem apparently
produced each failure.

The solution was to focus the DRE analysis on the data crossing the interface to the
production systems and work backwards into the integration group processing.  A PSS
determined the analysis challenge and established baseline measures.  The LOGICAL
DATA, STORED DATA, and INTERFACE DATA entities were modeled.  The models became
a systematized data asset, formally describing the production system data input
requirements and permitting systematic analysis of each subsidiary's data.  These
models provided the starting point for further analysis and discussion between these
organizations.  Each subsidiary organization's individual data streams were
systematically compared to the modeled interface data specifications.  The previous
practice had been to correct each data error in subsidiary data input streams.

Once populated, the DRE metadata model permitted programmatic data protection and
maintainability.  Delays associated with the accounting and billing production were
reduced to the point where the integration group was no longer needed.  The
organization chose to reuse their experience to help reengineer other systems.
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Scenario #3 - Developing Data Migration Strategies

A public sector run mainframe-based system was to be upgraded.  The custom
developed application served an entire functional area and contained program elements
more than 20 years old.  While the system functioned correctly and effectively, only two
individuals in the organization understood the structure of its home grown, data
management system.  Fixed length, five thousand character records were coded,
linked, and composed using thousands of different combinations to maintain data for
many different organizations.  The government funded an upgrade to replace the data
management system.  A question was raised as to the new data management system.
Some argued for a relational database management system for maximum data
flexibility.  Others claimed the anticipated query volume would be too great for a
relational implementation and insisted alternate models were more appropriate.

The solution was developed by formally modeling the existing system data as part of the
data migration planning.  The PSS determined that almost one hundred different
functions were embedded in the system - leading to the development of a
corresponding model decomposition.  The PSS also indicated the analysis would
require a six person analysis team, two months to complete the model.  PSS results
directed analysis to populate the metadata model with information linking LOGICAL DATA
to SCREEN DATA, to PRINTOUT DATA, and to INTERFACE DATA entities.  More than 500
STORED DATA entities were linked via LOGICAL DATA entities to 100 key reports, screens,
and interfaces.  A set of 200 LOGICAL DATA entities were documented.  The completed
model also documented more than two hundred business rules.  It was determined that
the query volume could be reduced to 20% of the original by developing a separate data
warehouse permitting intranet access to typically requested information that would be
extracted periodically from operational data.  Based on this system design, a relational
database management system was selected as the new data management system.
The team used a CASE tool to maintain the required analysis data including the system
data model and analysis data dictionaries.

Scenario #4 - Improving System Maintenance with CASE

As a result of a merger, a new work group was established to perform maintenance on
a 1960's vintage application system.  In the mid 1980's, a consulting partner introduced
CASE technology as part of a co-development situation.  The partnership failed, the
employees who had been trained in the use of the CASE tool were downsized, and the
system documentation was not kept synchronized with maintenance application.  The
new work group wanted to quickly become knowledgeable about the system and was
also CASE illiterate.  The team leader decided to address both issues simultaneously,
and acquired the most recent version of the CASE tool.  Next step was to develop a
CASE training program for the work group that focused on recovering the system data
assets using the CASE tool.  This tool supported automated development of data
models from existing physical data structures by importing the schemas into the tool.
Much of the DRE metadata model was quickly populated by the work group as part of
the training exercise including the PRINTOUT, SCREEN, INTERFACE, INPUT, OUTPUT, and
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STORED DATA ELEMENTS.  From these, the system functional decomposition and data
model decompositions were developed, as was the system data dictionary and data
map -- the organization had never previously developed this form of system
documentation.  This information was compared to the most recent system
documentation.  Several things became possible once the work group had accurately
reconstituted the system documentation.  The work group:

• Developed a much better system understanding as a result of the DRE-based CASE
training exercises.

• Increased its effectiveness estimating proposed system changes due to better
understanding of the system models.

• Became more effective in system maintenance application as a result of greater
familiarity with system component interactions.

• Gained more knowledge as to how the system fit into the larger organizational
information processing strategy.

• Was increasingly consulted for advice on data problem correction, functioning as an
organizational reengineering resource.

Under these circumstances, the solution was found in the synergy between system
maintenance application and developing work group CASE tool experience.  Using the
CASE tool's ability to programmatically reverse engineer the system data, the team
used their growing DRE knowledge of the system to facilitate CASE tool understanding
and vice versa.  By reverse engineering the data using a CASE tool, the work group
became more knowledgeable of both the case technology and the system itself as part
of the same exercise.  In recognition of increased work group performance, members
were asked to become first consultants and then data engineers on other analyses.

Year 2000 Analyses

DRE has an obvious application as part of structured means of addressing
organizational year two thousand (Y2K) data problems, easily providing structure for
Y2K investigations.  Through DRE analysis well prepares organizations to open for
business on Monday - January 3rd, 2000.  Target system analysis can be highly
correlated with the activities performed as part of organizational year two thousand
(Y2K) analyses.  If approached from a DRE perspective, during target system analysis,
date oriented or derived data can be flagged for further, Y2K specific analysis.  If
approached from the Y2K perspective, the examination and confirmation of Y2K
compliance can be accomplished by storing the data elements in a CASE repository.
Consider potential precision when implementing Y2K fixes by consulting validated DRE
metadata (for example:  maintaining information such as the names and locations of all
code accessing the variable 'year' or the locations of all date based calculations).

Lessons Learned

Data reverse engineering represents an emerging technology with capabilities to serve
multiple organizational roles.  Particularly in systems reengineering contexts, it can be
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used by managers interested aligning their existing information systems assets with
organizational strategies to accomplish more effective systems reengineering.
Selectively applied, DRE can also be an important first step toward increased
organizational integration.  Data-based success stories such as AT&T's entry into the
credit card business, MCI's Friends and Family program, and the airline industry's
systems supporting reservation and frequent-flyer programs, demonstrate the value of
capitalizing on organizational data to implement successful business strategies (see
[25]).  Management is becoming aware of the true value of their data as an
organizational resource, ranking it #2 (behind 'organizational architecture development'
and in front of 'strategic planning') in a survey of 1990s MIS management issues [26].
Figure 13 illustrates that DRE analysis outputs describing an existing system can be
used as a common source from which other enterprise integration activities result.

The 1997 reengineering market is estimated to be $52 billion - with $40 billion to be
spent on systems reengineering [27].  Understanding how DRE can provide a basis for
other enterprise integration efforts prepares managers to recognize conditions favorable
to its successful utilization.  To cite an instance, the project manager in Scenario #1
realized the value of reverse engineering his two existing systems and subsequently
directed our research team to reverse engineer the newly delivered, widely installed,
commercial software application system in the belief that the effort would also be
productive (see [28] for details).  In this instance, the exercise achieved four primary
organizational incentives for data reverse engineering within the project context:

1. Bringing under control and directing the organizational data assets for integration
and sharing;

2. Identifying data migration strategies by understanding existing organizational
information requirements and developing corresponding data migration plans;

3. Providing an information base for use in developing distributed, system
architectures capable of meeting organizational needs; and
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4. Expanding the role of CASE-based technologies within the organization beyond
their traditional role in new systems development.

A future data reverse engineering research agenda includes investigation into additional
system metadata uses.  Leveraging metadata can contribute to other enterprise
integration activities including:

• Integration with object modeling.  The reverse engineering metadata can be used as
the basis for organizationally evolving or transitioning to an object orientation.  The
capabilities of CASE Tools capable of integrating object and data metadata will be
subject of research investigations.

• Development of 'common use metadata.'  If it is possible to define common use
metadata, the research focus can shift away from understanding the metadata
contents and towards metadata use by application developers building on current
repository technology sought after by Microsoft [29] and others with metadata
standardization projects.

• Expert systems.  Incorporation of organizational expertise into metadata presents an
intriguing challenge.  Future research plans include examining the degree to which
the organizational metadata can provide expert system-based advise on human
resource policy implementation.

• Data Warehouse Engineering.   In scenario #1, the project manager doesn't have the
resources to rebuild the data warehouse - it is a situation where it must be
implemented correctly the first time.  Effective metadata use is required to correctly
engineer data warehouses [30].
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he Commonwealth of Virginia’s departments of Personnel and Training
(DP&T) and Accounts (DOA) undertook a $12 million effort in 1994 to
replace their existing payroll and personnel information systems be-
cause the technology was dated, it no longer provided timely infor-

mation support, and the databases were not integrated. Its systems had become
inefficient and cost-prohibitive to operate and maintain, and management was con-
cerned about keep ing qua lified techn ica l expert ise on staff to support them.
Successful implementation of a new integrated human resource information system,
or IHRIS, required top management to be sensitive to public-sector funding pressure
and the politica l fa llout of government program fa ilures.1,2 (More information is
available at http://fast.to/peteraiken/.) As a result, the transition team had to show
rapid and credible progress implementing the new system.

Peter Aiken and Ojelanki K. Ngwenyama, Virginia Commonwealth University
Lewis Broome, Innovative Business Solutions

Reverse-Engineering
New Systems for
Smooth Implementation

Reve r se-eng inee r ing  a  comme rc ia l  c l ien t–se r ve r  sys tem
f rom  Peop leSo f t  y ie lded  a  va luab le  re sou rce  and  p roved  to
be  cos t-e f fe c t ive. The  au tho r s  de sc r ibe  the  mo t iva t ions  fo r,
app roa ch  to, and  re su l t s  o f  th is  p ro je c t, comm iss ioned  by
the  Commonwea l th  o f  V i rg in ia’s  gove rnmen t .
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By 1997, management selected the PeopleSoft
Human Resources, Benefits, and Pay modules as the
basis for the new IHRIS system design. The client soft-
ware was designed to run on PC desktops accessing
a superserver providing relational data management
and distributed workgroup servers hosting associ-
ated utilities. The PeopleSoft system was developed
specifically for distributed client–server implemen-
tation, but the company expected the modules to
be tailored to fit the needs of each organization.

To leverage the investment in its existing system,
the DP&T/DOA decided to reverse-eng ineer the
PeopleSoft modules. The initial motivation was to
develop a detailed understanding of the modules
in order to convert the two legacy systems’data. The
goal of reverse engineering is to analyze a system
to uncover facts about its design and functionality,
often called metadata, to facilitate development and
implementation activities. Metadata, or “data about
data,” is defined by the ISO description 11179 as “the
information and documentation which makes data
sets understandable and sharable for users.” 3 It also
describes facts about the system components.4

Organizations concerned with effective and effi-
cient operations can benefit tremendously from eas-
ily accessible system metadata. From a practitioner
perspective, new systems are likely to be more eas-
ily reverse-engineered as system developers adopt
arch itecture-based approaches to deve lopment.
This architecture provided the IHRIS transition team
with easily accessible and obtainable system meta-
data with a modest investment.

GETTING STARTED

An innovative industry–academ ic partnersh ip

between the DP&T/DOA and the Virginia Common-
wealth University’s Information Systems Research
Institute was formed to estab lish part of the IHRIS
transition team. In the Spring of 1997, a reverse en-
gineering team was organized to reverse-engineer
the Peop leSoft modules and obtain the metadata.
The RET consisted of four graduate students, each
of whom had stud ied advanced ana lysis and de-
sign and database management. By August 1997,
the team had provided more than 1,200 profes-
sional and 6,000 student project hours in support
of IHRIS implementation. The RET logged 660 hours
of total project time between April and September
1997 for an approximate tota l pro ject cost of
$21,000 (600 student hours at $20 per hour and 60
project leader hours at $150 per hour).

Motivated by the need to better understand the
system, the RET app lied reverse eng ineering as a
systematic approach to examine, document, model,
and analyze the system. The team followed an iter-
ative, evolutionary approach to derive the metadata;
this was necessary because the process of analyz-
ing and understanding the system was itself itera-
t ive. The RET wou ld of ten beg in w ith an under-
stand ing of part of the system, on ly to have that
understanding evolve as new information emerged.
The reverse-engineering analyses consisted of three
steps applied repeatedly.

♦ Identify and describe a metadata requirement.
♦ Identify, derive, and integrate the metadata.
♦ Use the metadata to support an implementa-

tion task.
Figure 1 indicates graphically how these analy-

ses were carried out and how the metadata was de-
rived, ana lyzed, and integrated. Three metadata
sources were the system itse lf, the system docu-
mentation, and other nonsystem sources.
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SYSTEM CHARACTERISTICS

The t wo systems to be rep laced were used by
DP&T/DOA to merge payroll and personnel records.
The payro ll system (LS1) was a part ia lly imp le-
mented commercia l system w ith in-house exten-
sions. It processed the payroll for more than 130,000
state emp loyees and was designed around four
large VSAM files. At runtime, data was redefined by
the system to appear as more than 350 unique, vir-
tua l database tab les. The personne l system (LS2)
was developed comp letely in-house using a p lat-
form-specific database, associated Mapper, and
other software programs. The LS2 database main-
ta ined personne l benefits records for rough ly
100,000 full-time employees and more than 50,000
part-time employees (130,000 of which had corre-
sponding LS1 records), and about 100,000 retirees.

The data architecture of the PeopleSoft modules
employs a relational data model and SQL to ensure
compat ib ility w ith a number of commercia l re la-
tional database management systems. The user in-
terface emp loys rectangu lar data arrays and ma-
nipulation tools. Once users are taught how to use
these tools, they can search for their data, within se-
curity constraints. The system also provides a user-
friendly report generator that supports a wide range
of data access, analysis, and presentation facilities.

Table 1 presents a comparison of some basic log-
ical and physical characteristics of LS1, LS2, and the
logical and physical models of the Peop leSoft ap-
plication (PS-L and PS-P respectively).

EXTRACTING, MANAGING, AND
INTEGRATING THE METADATA

Most of the reverse eng ineering was accom-

p lished using the Peop leSoft system and a toolkit
based on the Microsoft Office Suite. To manage the
metadata in the most flexible and adaptable elec-
tronic format, the RET developed and implemented
a metadata repository database called The Metadata
Access Tool, or TheMAT, using MS Access and auto-
mated and manual procedures. Various utilities were
comb ined using the integrated project manage-
ment, word processing, spreadsheet, database, and
presentation sof tware capab ilities of MS O ffice.
TheMAT ma inta ins the metadata for each system
and permits data item mapping between systems.

In it ia lly, the RET deve loped a h ierarch ica l de-
composition model of the PeopleSoft system based
on its component structure, workflow, and data
views. It then used th is informat ion to formu late
specific queries about system ob jects, gett ing
PeopleSoft to report metadata about its own struc-
tures. Until the RET obtained the desired results, it
repeated the cycle of decomposing specific system
objects and deriving enough information to struc-
ture specific queries to report the metadata . The
team then statistically analyzed the metadata to de-
termine its validity and relationships to other meta-
data. This ana lysis cycle is described in the boxed
text entitled “Reverse Engineering” on p. 40.

Prior to V6, the PeopleSoft modules were deliv-
ered with limited CASE tool support and static tech-
nical documentation in PDF format. These were in-
adequate to support the IHRIS imp lementat ion.
Add itiona l CASE tool support, costing $1,200 per
seat, was purchased from another vendor, but this
provided on ly marg ina lly better funct iona lity. To
work with these models the RET had to print them,
then manually cut and paste more than 200 pages
together. More importantly, the paper and PDF for-
mats prohibited browsing or computer-based analy-
sis of the model content or structure. As the project
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Table 1
Comparison of System Characteristics

Approximate Number of Data

System Platform OS Age in 1998 Structure Physical Logical Entities Attributes
Records Records

Payroll (LS1) Amdahl MVS 15 VSAM/virtual 780,000 60,000 4/350 683
database
tables

Personnel (LS2) Unisys OS 21 DMS 4,950,000 250,000 57 1,478
(network
database)

PS-L PC Win 95 New Client–server 600,000 250,000 1,600 15,000
RDBMS

PS-P PC Win 95 New Client–server 600,000 250,000 2,706 7,073
RDBMS

.



planning proceeded, requirements for more robust
metadata emerged.

METADATA REQUIREMENTS

The RET’s first priority was to analyze the transi-
tion team needs to understand the new system. The
analysis focused on discovering the system core, as
did similar investigations.5,6 Requirements analysis
revealed the need to understand and describe the
system structure, workflow, and data metadata .
Structure metadata describes user system interac-
tion according to interaction roles. Workflow meta-
data describes the processes supported by the sys-
tem. Data metadata describes the data structure
and relationships.

The IHRIS transit ion team wanted e lectron ic
metadata access when working individually and in
groups. They wanted the ability to manipulate and
ana lyze the metadata and to derive usefu l infor-
mation from it when performing imp lementation
tasks. They wanted to understand and describe the
system in terms of structure, workflow, and data .
These requirements and the metadata volume re-
quired a central repository and interactive graphi-
cal analysis tools.

Figure 2 illustrates the PeopleSoft enterprise soft-
ware metadata that describe the Human Resources,
Benefits, and Pay modules. This model describes the
relationships represented by various types of meta-
data, the entity definitions, and the number of facts
derived by the reverse engineering. The number of
facts also indicates relative system component com-
plexity. For example, the records and fields entities
represent 2,705 Oracle tab les, 7,973 columns, and
5,873 instances of fields occurring on records in the
physical database. In this figure, the metadata rep-
resenting panels, menuitems, records, and fields con-
nect the three types of metadata.

System structure metadata requirements
One transition team requirement was to under-

stand the system funct iona lity. Understand ing
structure metadata was key to determining the col-
lection of panels supporting specific IHRIS business
activities. As implemented by DPT, the PeopleSoft
system structure consists of a hierarchical arrange-
ment of menu structures leading to more than 1,400
panels. The panels are the interfaces where users cre-
ate, read, update, or de lete data . To reach a g iven
panel, users must somet imes navigate through a
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(39)

(41)

(86)

(8)

(949)

(847) (281)

(25906)
(5873)

(1916) (1259)

(708) (647)

(264)

(347)

Metadata
homepages

Type
workflow

Definition
Target system workflow macro 
unit of work comprised of one 
or more processes* 

processes workflow Target system workflow sub-unit 
of work comprised of one or more 
components and combined with 
other processes to make up a
workflow homepage* 

components workflow Target system workflow sub-unit 
of work comprised of one or more 
steps and combined with other
components to make up a
workflow process* 

stepnames workflow Target system workflow sub-unit 
of work comprising of one or 
more components and combined 
with other processes to make up 
a workflow homepage* 

menugroups structure Target system classification 
macro collection of panels* 

menunames structure Provides access to a menubar
menubars structure A list of selectable user options

for a window. Used to navigate a
list of menuitems*

menuitems structure Target system navigation 
component causing panels to 
appear in response to menuitem
choices*

panels everything A window devoted to entering,
displaying, and manipulating
table data*

fields data Database record attributes
records data A row in a physical data table

used by PeopleSoft database 
and internal processing logic

parents data The parent record of two records 
involved in a parent child 
relationship*

children data The child record of two records 
involved in a parent child 
relationship*

reports data Predefined PeopleSoft reports 
called SQRs

(647)

processes
(39)

homepages
(7)

menugroups
(8)

components
(180)

stepnames
(822)

menunames
(86)

panels
(1421)

menuitems
(1149)

menubars
(31)

fields
(7073)

records
(2706)

parents
(264)

reports
(347)

children
(647)

Figure 2. Logica l metadata requirements, definitions, and vol-
ume . (Note: those definitions followed by (*) are taken directly from
PeopleSoft documentation.)
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four-tier hierarchical menu structure comprised of
(from highest to lowest) homepages, menugroups,
menunames, menubars, and menuitems. The result-
ing metadata supported the transition analysis by
providing responses to the following questions:

♦ Given a menuname, what are the possib le
menubar choices?

♦ From what menuitems can th is panel be 
accessed?

♦ G iven a menubar, what are its associated 
menuitems?

The  associa t ions bet ween  h igher and  lower
nav iga t ion components are usua l ly one h igher-
leve l item  re la ted  to many lower-leve l items.
However, most imp lementa t ions requ ired  sup-
por t for many re la t ionsh ips. The RET ident if ied
and  documented  a l l the  re la t ionsh ips among
these components.
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R E V E R S E E N G I N E E R I N G
The Reverse Engineering Team developed a hierarchical de-

composition model of the PeopleSoft system based on its com-
ponent structure, workflow, and data views. This information
was used to formulate specific queries about system ob jects,
getting it to report metadata about its own structure. The meta-
data was then statistically analyzed to determine its validity and
relationships to other metadata. The iterative reverse-engineer-
ing analysis cycle1,2 is summarized in Table A in six steps.

The last step usually resulted in more refined requests for ad-
d it iona l metadata , and the cycle began aga in. Th is genera l
model of extracting specific information from the system via SQL
queries, restructuring it, and integrating it with existing TheMAT
contents was repeated with many analysis variations to develop
the metadata . The variat ions genera lly consisted of chang ing 

the source of the analysis inputs to include different system ob-
jects, the system documentation, or the metadata itself. These
analyses provided the RET w ith the facility to report on associ-
ations among any set of systems ob jects using SQL queries. In
this way, RET members were ab le to define and document the
Peop leSof t system metadata and re late these to the LS1 and
LS2 metadata.

RE F ERENC ES
1. P. Aiken, Data Reverse Engineering, McGraw Hill, New York, 1996. 
2. P. Aiken, “The Reverse Engineering of Data,” IBM Systems J., Vol. 37, No.

2, 1998, pp. 246-269.

Table A
Reverse-Engineering Analysis Steps Illustration
Determine what type of metadata to derive for specific Implementation needs indicate a requirement to understand 
system implementation requirements. the workflow metadata by obtaining a list of all combinations 

of stepname instances along with each associated component,
business process, and homepage.

Formulate a query designed to extract specific metadata. Using SQL, extract from the system all unique combinations
of homepages, processes, components, and stepnames resulting
in a 13,044-line report.

Export the extracted metadata to a spreadsheet for Saving the query results into .xls format permits further
subsequent complexity analysis and validation. statistical analysis of the metadata to determine information

about metadata relationships, complexity, and occurrence
frequency in order to confirm the extracted metadata
correctness.

Import the validated metadata into TheMAT. Once validated, the process metadata is moved into the MS
Access database as a new stand-alone table.

Integrate the new metadata with the existing metadata. The new table is formally associated with the existing meta-
data, in this case linking processes to menugroups via home-
pages and stepnames to menubars and panels via menuitems
(as shown in Figure 2).

Provide the resulting, richer metadata to the requesting Enhance TheMAT reporting capabilities, publish the next ver-
user, verifying the metadata and its utility. sion, and work directly with the user group requesting the

metadata to ensure that the metadata is accurate and meets
their needs.

.



Workflow metadata requirements
A second implementation requirement focused

on aligning the organizational business practices with
the new modules’ functionality. The workflow meta-
data provided the transition team with descriptions
of the PeopleSoft business processes. The workflow
metadata was used to compare the Peop leSoft
process structure to the DP&T/DOA’s. The metadata
supported mappings linking the DP&T/DOA business
events to PeopleSoft functionality. This provided a
framework supporting the transition team’s analysis
and system-tailoring activities. This information was
important to the transition team as they assessed
how well the existing work procedures and practices
were aligned with those supported by PeopleSoft.
The team performed a gap analysis to determine how
much an existing process had to be tailored to fit the
new system; it also identified and analyzed gaps and
developed solutions, modifying either system func-
tionality or business practice or both. The metadata
requirements focused on understanding the work-
flow structure implemented by IHRIS:

♦ Given a business process name, what are its
components?

♦ Given a component name, what are the steps
that form it?

♦ Given a panel, how many process components
access it?

The metadata was structured and repeated a
genera lly hierarchica l arrangement among work-
flow, consist ing of homepages, processes, compo-
nents, stepnames, and menuitems. The menuitems
link the workflow with the system structure meta-
data.

Data metadata requirements
Third, the IHRIS transition team needed to derive

design information about the physical data archi-
tectures of the new system for comparison and map-
ping to the legacy system data. This metadata was
needed to convert the LS1 and LS2 data structures
to the PeopleSoft data structures. The LS1 and LS2
data structures were reverse-eng ineered, and the
metadata derived from this process was ana lyzed
and transformed into a standard format for mapping
to the PeopleSoft database. It uncovered the need
to ma inta in metadata on more than 2,700 records
with a subset of more than 7,000 fields. This require-
ment a lone represents more than 35,000 facts.
Another aspect of the data structure was the 264
records that function as parents to more than 647 chil-
dren. Because the data metadata also detailed which

panels contained which fields, the team could use
this data structure to integrate the data, workflow,
and structure metadata.

USING THE METADATA IN THE SYSTEM
IMPLEMENTATION

The metadata derived by reverse eng ineering
was w ide ly used during the new system imp le-
mentation. Several examples show how metadata
provided va luab le system and background infor-
mation.

The system metadata in TheMAT was used to
document discrepancies between capabilities and
requirements in the Peop leSoft system. To do this
analysis, the transition team demonstrated to users
a series of panels that were organized from the sys-
tem structure metadata. The users associated each
system requirement by linking it to corresponding
system components. D iscrepancies were noted for
subsequent investigation and resolution.

The transition team ana lyzed the discrepancies
and eva luated proposed system changes, mod ifi-
ca t ions, and enhancements. Various metada ta
types were used to assess the magn itude of pro-
posed changes. For examp le, the IHRIS transition
team was interested in the number of pane ls re-
qu iring mod if ica t ion if a g iven f ie ld length was
doub led. This information was used to ana lyze the
costs of chang ing the system versus chang ing the
organizationa l practices.

Business pract ice ana lysis was conducted to
identify gaps between the DP&T/DOA business re-
qu irements and the Peop leSof t system. The RET
mapped the appropriate process components to
specific existing user activities and workgroup prac-
tices. The mapping helped users focus their atten-
tion on relevant portions of the system. For example,
the payroll clerks used the metadata to determine
which panels belonged to them.

Business practice realignment addressed gaps be-
tween system functionality and existing work prac-
tices. Once users understood the system’s features
and could navigate through it, they compared the sys-
tem’s inputs and outputs with their own needs. If gaps
existed, they used the metadata to assess the mag-
nitude of proposed changes. This information was
then used to forecast the cost of further customizing
the system. In a number of instances, these forecasts
provided justification for changing the business prac-
tice instead of the system.
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User training specialists also used the mappings
between business practices and system functions to
determine which combinations of panels, menuitems,
and menubars were relevant to each user group.
TheMAT was used to display panels in the sequence
expected by the system users. By reviewing panels,
users were able to swiftly become familiar with their
areas. Additional capabilities for screen session record-
ing and playback were integrated into the toolkit to
permit development of system/user interaction
“movies” and development of system test scripts.

Several additional metadata were incorporated
into TheMAT that are not illustrated in Figure 2, in-
cluding metadata describing LS1 and LS2, associa-
tions w ith system batch reporting programs, and
user and user type metadata. The first supported
the data conversion effort and assisted the transi-
tion team in developing physical data models. The
data conversion subtask was the initial motivation
for the metadata deve lopment work. More than
300,000 logical and millions of physical records had
to be converted from LS1 and LS2 into formats us-
able by IHRIS. Each decision to convert a data item
was recorded, permitting the tracking of the number
of data items that had been mapped and converted.
The metadata was queried to determine whether a
specific data item had been associated with one or
more IHRIS data fie lds, when the conversion had
been accomplished, and often what code was used
to accomplish the actual conversion.

The metadata helped the team to systematically
organize the analysis of the PeopleSoft physical data-
base design. A CASE tool, Visible Advantage, was in-
tegrated to extract the database design information
directly from the physical database and integrate it
into TheMAT, simp lifying project documentation.
Metadata was used to support the decomposition
of the physical database into logical user views. We
collected additional metadata to document how the
system implements user requirements. This enabled
us to track the status of ind ividua l requirements.
Similarly, metadata was used as the basis for plan-
ning security access levels and privileges. Once we
integrated the user metadata into TheMAT, we were
able to use the system menuitem/panel hierarchy as
the basis for defining database security views, each
granting or denying menuitem or panel access ac-
cording to various user profiles.

Stat ist ica l ana lysis was a lso usefu l for gu id ing
metadata-based data integrat ion from the t wo
legacy systems. For example, the data metadata was
used by the IHRIS transition team to map the legacy
system data into Peop leSof t data structures.
Statistical metadata summaries were also used by
the RET to describe the system to users. For example,
Figure 3 illustrates use of workflow metadata show-
ing the number of processes in each homepage and
the Administer Workforce PeopleSoft modules. It in-
dicates the number of components associated with
each homepage and that the Recruit Workforce was
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AAdministdminister wer wororkfkfororccee

0

Recruit workforce (62%)

Manage competencies (20%)

Plan successions (~5%)

Administer (~5%)

Plan careers (~5%)

Manage positions (2%)

500 1,000 1,500 2,000 2,500 0

Develop workforce (29.9%)
AAdministdminister wer wororkfkfororcce (28.8%)e (28.8%)

Compensate employees (23.7%)
Monitor workplace (8.1%)

Define business (4.4%)
Target system (3.9%)

EDI manager (.9%)
Target system tools (.3%)

1,000 2,000 3,000

Number of processes Number of processes

Figure 3. A statistica lly derived introduction to the PeopleSoft Administer Workforce module business process show-
ing the complexity of the six components and how they fit into the homepage structure .
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the most comp lex component. These charts were
used to show the Administer Workforce users why
the recruiters were receiving separate training based
on the relative complexity of the components com-
prising the Administer Workforce process.

The IHRIS project showed the effectiveness of
managing a lot of information by maintaining a

relatively small amount of metadata. While each of
the three metadata types had independent value to
the transition team, the sheer volume of system facts
discouraged rapid comprehension. The integrated
metadata made the system information accessible,
encouraging imp lementation personnel to incor-
porate it as a regular part of their situation analysis
and resolution activities. Storing the metadata in its
most flexible and adaptable format permits differ-
ent types of metadata to be integrated, bring ing
economies of scale to metadata management.

Based on this case study, we have found that the
collection and management of metadata is not as
expensive as one wou ld expect. Some metadata
can be ma inta ined using CASE or metaCASE
too ls—especia lly if CASE too ls were used to de-
velop the system. Integrated metadata repositories
permit systematic and flexible manipulation, man-
agement, and control of physica l and logica l data
via SQL and graphical browsers. System metadata
that is easy to create and ma inta in can be a va lu-
ab le organizational asset. Reasonab le investments
in targeted reverse engineering of new systems can
provide metadata that can be immediately reused
as the systems are reengineered, greatly facilitating
imp lementation. ❖
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Introduction

Interest in reverse engineering is growing as organizations attempt to reengineer
existing systems instead of replacing them.  When a system is reverse engineered, it is
examined, documented, modeled, analyzed, and understood in order to better inform
subsequent efforts.  Of additional value, the reverse engineering analysis outputs can
being reused as a source of enterprise architecture components.  Since successful
systems reengineering (SR) depends on effective reverse engineering, it (reverse
engineering) is viewed as a critical part of SR.
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Figure 1 illustrates how SR is based on coordinated reverse and forward engineering
activities, where forward engineering benefits from information gained by reverse
engineering.  A general SR goal is often stated as - delivering output meeting user
requirements, using systems that currently do not.  Organizations are turning to SR as a
means of upgrading their existing information systems in situations where it appears to
be a less expensive alternative to system replacement [1].  Three conditions can make
it difficult for organizations to adapt their information systems to meet changing
business needs - each is described below.

• Complex Legacy Environments - many organizations have developed stand alone,
or 'stovepiped' information systems (IS) that are both brittle and unintegrated.  Over
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time, changing user and business conditions continually evolve information
integration requirements.  Interfaces were typically developed in response, linking
the outputs of one system to the inputs of another based on common understanding
of the data.  Interfaces describe the requirements for periodic data exchanges
among systems.  Eventually brittle situations, such the example shown in Figure 2,
are the result.  Because these systems weren't developed to easily exchange data,
they don't.  Changes, for example, in the payroll database require might require
corresponding changes to personnel and manufacturing applications.  Changes to
the personnel applications might require corresponding changes to the personnel
database that may in turn also require still further changes to the manufacturing
applications, etc.

• Business Reengineering - Unintegrated and brittle information systems are also
often barriers to a popular business process reengineering (BPR) technology -
shared data.  Data sharing can be defined as logically centralizing an integrated
organizational data store containing integrated requirements that are capable of
meeting multiple organizational and/or user requirements.  Almost specified as
universally as a 'user friendly interface,' the concept of shareable data is a key
technological requirement for many BPR efforts (see [2], [3], or [4] for examples).
Data sharing is prerequisite to organizational integration.  Before efficiently sharing
data across the organization and with external partners, organizations must analyze
and integrate their data.

• Data Access Difficulties - in addition to being key to implementing many of today's
business practices, data sharing difficulties within an organization can cause
information to be difficult to obtain and expensive to maintain.  These characteristics
can effectively discourage sharing with external partners and block important growth
opportunities.  For example, organizations such as Wal-Mart prefer to conduct
business with partners by directly exchanging data (see [5] and [6]).

Faced with these conditions, organizations are wondering where they should begin and
what has worked for other organizations as they address problematic data issues?
Reverse engineering a system's data has proven a successful approach to
reconstituting the understanding and/or the physical condition of organizational data
systems that have deteriorated or become unclear.  The remainder of this paper
describes the reverse engineering of data as applied to resolving organization data
problems.  It presents an overview of the reverse engineering of data, characterizing the
current state of the practice and detailing an approach co-developed by the author.  The
next section of this paper defines the reverse engineering of data using a DRE template
and a DRE activity model.  The third section describes DRE guidance, analysis, and
tools.  The fourth describes situations when DRE has proven successful.  The paper
closes with a discussion of the lessons learned.
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The Reverse Engineering of Data

Reverse engineering goals are: to analyze a system; to identify the system's
components; to identify the system component's interrelationships; and to create
representations of the system in another form or at a higher level of abstraction [7].
When considering reengineering as to system enhancement methodology, the question
arises as to what reverse engineering techniques should be applied?  Types of reverse
engineering actively being researched include: system, software, database, and data.

An initial reverse engineering focus has been on software.  The annual IEEE reverse
engineering conferences have been populated with software oriented reverse
engineering research, investigating topics such as the automation of techniques that
answer questions such as: What does this program do ... ?" "Why does this program do
... ?" or "How does this program perform ... ?"  [8]

If the focus of a reverse engineering effort is on system or organizational data, the
analysis should be labeled as data reverse engineering (DRE) - defined as:  the use of
structured techniques to reconstitute the data assets of an existing system [9].  DRE
offers an effective means of addressing situations where:

• the scope of the investigation is on the system wide use of data;
• the problem sparking the investigation is caused by problematic data exchange or

interfaces; or
• the reengineering goals require a more strategic than operational analysis focus.

Consider as an example, a situation (described later as Scenario #1) with more than
1,400 application programs associated with the personnel system to be replaced.  The
functioning of just a few programs was of interest to the SR effort because the basics of
personnel information management are generally understood (see for example, Figure
3.5 of [10]) and because the vast majority were being replaced by new system
components.  With the exception these few programs, individual program functionality
was less important than understanding the system data oriented input, output, and
maintenance capabilities.  These were analyzed so that potential replacement system
capabilities could be assessed for their ability to satisfy the current and future
organizational requirements.

A further distinction can be drawn between the reverse engineering of data and the
reverse engineering of databases.  In a series of publications, Blaha (see for example
[11], [12], or [13]) and others have described many aspects of database reverse
engineering.  Because, by definition, databases possess certain homogenous
characteristics [14], database reverse engineering is often a more structured version of
data reverse engineering.  Often times the database schema, the metadata, the
directory structure, or other system descriptions can be reported automatically, leading
to reverse engineering activities that are more tightly focused with respect to the project
duration, reverse engineering technique, and tool set.  On the other hand, because of
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greater likelihood of encountering non-standard systems, DRE tends to be potentially
more involved, broader in scope, and less well supported from a tool perspective.

Another situation that required DRE analysis was characterized by a 'home grown - one
of a kind' data management system utilizing fixed length 5,000 character records
maintained by a system that serviced more than 100 different Federal agencies.  The
data structures of the individual records were translated at run time using a series of
conceptual schema overlays.  Any given record's layout was dependent on both its data
content type and its agency affiliation in order to determine which overlay would
correctly read the data.  There was no chance of locating CASE tool support and the
data engineers had none of the traditional database structure rules to rely upon when
performing the analysis.  Because of a low degree of automated support, DRE was
accomplished manually by the data engineering team.

This illustrates where DRE was a cost effective, data centered approach to systems
reengineering where automated techniques were not available or not materially useful.
DRE provides a structure permitting data engineers to reconstitute specific
organizational data requirements and then implement processes guiding their
resolution.  Because it is a relatively new formulation of systems reengineering
technologies most organizations are unaware of DRE as a technique and practice a
less structured approaches in response to data challenges.  This variation of DRE was
developed as an outcome of the Department of Defense's Corporate Information
Management Initiative where the author's position as a reverse engineering program
manager was to oversee the requirements engineering and formalization of thousands
of management information systems requirements supporting Defense Operations [15].

In this and the following section DRE is described in more detail using: a DRE template;
a DRE activity model; and a model of the data to be captured during DRE analysis - a
DRE metadata model.

A DRE Analysis Template

Table 1 illustrates a DRE analysis template providing: a system of ideas for guiding
DRE analysis; an overall metadata gathering strategy; a collection of measures; and an
activity/phase structure that can be used to assess progress toward specific
reengineering goals.

The template has been used to facilitate project knowledge development on a number
of data reengineering projects.  It consists of 13 activities, comprising three analysis
phases:  initiation, implementation, and wrap-up.  A number of outputs are used to
leverage subsequent system enhancement efforts.  Each DRE activity produces a
specific output and associated activity measures.  Production and acceptance of
outputs delivery signals activity completion.  For example, the fifth activity, 'preliminary
system survey,' results in the data contributing to the development of an analysis
estimate.  Estimate data establishes the analysis baseline and also produces an initial
assessment of the analysis estimation process that can be periodically reexamined.
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# Activity Outputs - Measures

INITIATION PHASE
1 Target system identification Candidate target systems - the 'size and shape' of the reengineering challenges
2 Preliminary coordination Target system points of contact - measures of non-technological complexity
3 Evidence identification & access Target system evidence - indications of system reengineering feasibility
4 Analysis team initiation Team directory - determination of ROI component derivations and starting date
5 Preliminary system survey Analysis estimate data - analysis baseline and an estimation process evaluation
6 Analysis planning Analysis plan - measure targets are established and initial gathering begins
7 Analysis kickoff Analysis charter and authorization - articulation of initial:  system; financial; and

organizational expectations

IMPLEMENTATION PHASE
8 Target system analysis MR/V cycles (repeat until complete) - cycle measures, team productivity data

8.1 — Cycle planning Focused plan for next cycle - specific entities and attributes to be modeled
8.2 — Evidence acquisition Structured evidence - indications of team cohesion and domain knowledge
8.3 — Evidence analysis Candidate entities and attributes - TT data bank component
8.4 — Straw model development Data entities organized into models - TT straw model development
8.5 — Model refinement and

validation (MR/V)
Clearer, more accurate, validated models, TT model validation, RC to date and per
session

8.6 — Model storage and
organization

Accessible models and associated information, TT model storage, RC to
accessibility, data engineer productivity data

WRAP-UP PHASE
9 Data asset packaging CASE tool-based data assets - time stamp data, TT & RC per modeling cycle
10 Data asset integration Integrated data assets - TT & RC to integration
11 Data asset transfer Shared and shareable data assets - TT & RC to transfer
12 Analysis measures assessment Additions to the analysis measures database - measures assessment
13 Template refinement Continually improving template and implementation capabilities - analysis measures

Table 1 DRE analysis template (TT = time to; RC = resources consumed).

In the next subsection, each template activity is described in the context of a DRE
activity model.

DRE Activity Model

DRE analysis begins with typical problem solving activities.  Initiation is concerned with
identifying, understanding, and addressing any administrative, technical, and
operational complexities.  Initiation activities are designed to ensure only feasible
analyses are attempted.  Figuring prominently in the initiation phase is the development
of baseline measures describing the reverse engineering analysis in conceptual size
and complexity.  These are used to develop an analysis plan.  Figure 3 shows the
template activities configured into a DRE activity model.  Dotted lines illustrate
potentially useful feedback loops among activities.  Each activity is described below.
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Activity 1 - Target System Identification

The first DRE template activity is target system identification.  The identification activity
is required when organizational understanding of their data systems has degraded or
become confused.  Data architecture development activities guide, and systems
performance characteristics motivate and inform target system identification.  Activity 1
has two primary inputs.  System performance data and, in particular, data on
problematic system performance to help to identify specific data problems.  Data
architecture development needs can also influence the target system identification
providing a second incentive to reverse engineer.  This occurs when a DRE output
contributes to the correction of a system problem and at the same time produces a
lasting organizational data asset that assists in the development of an organizational
data architecture component (illustrated subsequently in Figure 4).

Activity 2 - Preliminary Coordination

Since some systems are shared among organizational components with differing needs,
the possibility exists for coordination difficulties.  Preliminary coordination is required
when systems serve multiple clients or when the reverse engineering can conflict with
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forward engineering demands.  In order to form the reverse engineering analysis team,
it is crucial to secure management approval to access the skills and knowledge of
available key system and functional specialists (a.k.a. key specialists).  The cross-
functional nature of DRE leads to three 'rules of thumb' for coordination:

1. Identified and prioritized system stake holder objectives must be synchronized with
the DRE objectives and priorities.

2. DRE analysis cannot be successful without coordinated system management
commitment.  High-level management approval is necessary but not sufficient.
Other management and systems personnel must also understand and support the
DRE analysis objectives, or else organizational politics may jeopardize analysis
success.

3. Negotiation, planning, and buy-in processes must be complete before attempting
analysis.

Activity 3 - Evidence Identification and Access

Evidence identification and access has a broad definition.  Obtaining access to
evidence can range: from explicitly obtaining key specialist participation; to getting
CASE tool readable versions of system dictionary data; to getting access to the proper
versions of the system documentation.  Data engineers assess the state of the evidence
to estimate the effort required to develop a validated system model.  Individual pieces of
evidence can be classified as being in one of three possible states:

• Synchronized.  Synchronized evidence accurately represents the current state of the
system.  Synchronized is the most desirable evidence classification state.  System
documentation that is produced and maintained using CASE technology is most
likely to be synchronized.  It has been also, unfortunately, the rarest.

• Dated or otherwise of imperfect quality.  If documentation exists, it can be outdated
or of poor quality.  Dated system evidence reflects the system as it existed at a point
in time.  Changes have been made to the system since the evidence was created.
Other types of data evidence imperfection could include corruption errors, technical
errors, and value errors such as completeness, correctness, and currency [16].  This
category describes most evidence available in DRE analysis.

• Not useful or not available.  The worst possible situation occurs when documentation
was never created in the first place or has become subsequently not useful or is
unavailable.

Activity 4 - Analysis Team Initiation

Initiation involves forming the analysis team, defining participation levels, and planning
target system analysis.  Team selection is important as members influence the
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articulation of business requirements.  Once constituted, beginning with the preliminary
system survey, they collectively perform the remainder of the DRE analysis.  To function
effectively as a team, they need to understand the analysis goals in the context of an
overall enterprise integration strategy.

Activity 5 - Preliminary System Survey

The preliminary system survey (PSS) is a scoping exercise designed to help assess the
analysis characteristics for reengineering planning purposes.  Survey data is used to
develop activity estimates.  The purpose of the PSS is to determine how long and how
many resources will be required to reverse engineer the selected system components.
The PSS is concerned with assessing system dimensions according to several types of
criteria including the:

• condition of the evidence;
• data handling system, operating environment, and languages used;
• participation levels of key systems and functional personnel; and
• organization's previous experience with reverse engineering.

Completed PSS results provide system characteristics used to develop a sound cost-
benefit analysis and a useful analysis plan.  Two structured techniques are applied
during the PSS: functional decomposition and initial data model decomposition.  Each
results in a validated model that serves specific roles (described in the next subsection).
Model development produces data useful for estimating the remainder of the analysis.
The models then guide subsequent target system analysis activities.

Activity 6 - Analysis Planning

Analysis planning involves determining: 1) key specialist availability; 2) the number of
analysis team members; and 3) the number of weeks of analysis team effort.  Core
system business functions are evaluated for overall complexity, described using model
components that are combined with a functional analysis rate per hour.  The activity
output is an estimate of the number of weeks required to accomplish the analysis.  The
team derives the analysis characteristics as a function of three components that are
instantiated using organization specific data.  Analysis characteristics are determined by
the three components: the relative condition and amount of evidence; the combined
data handling, operating environment, and language factor; and the combined key
specialist participation and net automation impact component.

In general, the value of the term describing the combined data handling, operating
environment, and language factor is greater than one.  It serves as a confounding DRE
characteristic, representing increased resources required to reverse engineer systems
with obscure or unknown data handling, operating environment, or programming
languages.  This component typically increases the set of baseline characteristics
established by the relative condition and amount of evidence component.
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In contrast, the availability of key specialists and automation can significantly increase
reverse engineering effectiveness.  Thus the component value typically ranges between
zero and one, reducing the overall analysis characteristics represented by the
combination of the first two components.  Once the analysis characteristics are known,
the analysis estimate is determined as a function of the analysis characteristics and the
historical organizational reverse engineering performance data (for more see [17]).

Activity 7 - Analysis Kickoff

Analysis kickoff marks the transition to implementation and the start of target system
analysis.  At this point it is useful to have achieved a number of setup milestones
including:

• identified and implemented solutions to required coordination issues;
• educated colleagues and project team members;
• confirmed participation commitments; and
• achieved participant consensus as to the nature of the investment in this enterprise

integration activity.

Activity 8 - Target System Analysis

Target system analysis is evolutionary in nature - modeling cycles are repeated until the
analysis has achieved the desired results or (in some cases) the analysis has become
infeasible.  Modeling cycles use evidence analysis techniques to derive validated
system models.  This is the activity most conceptually associate with DRE analysis.  It is
focused primarily on correctly specifying (at the same or at a higher level of abstraction)
information capable of describing:

• System information connecting requirements - these are driven by the number of
information sources and destinations; connecting in this context is defined as the
ability to access data maintained elsewhere.

• System information sharing requirements - driven by the volume and complexity of
the organizational information sharing and integration requirements, sharing is
defined as the ability to integrate and exchange information across systems using a
common basis for understanding of the data.

• System information structuring requirements - driven by the number and types of
relationships between coordination elements, understanding system structures
results in defined descriptions of user ability to extract meaning from data structures.

Target system analysis cycles are described in the next section.
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Activity 9 - Data Asset Packaging

Figure 4 illustrates packaged data asset uses.  Generally, data engineers complete
activity 9.  They supervise data asset validation, documentation, and packaging in
usable and accessible formats.  Data asset packaging ensures that data assets are
correctly packaged for delivery to other enterprise integration activities.

Two output formats are particularly useful:

1. A usually paper-based format that the analysis team can point to and say something
to the effect of 'the data assets created by this analysis are documented in this
binder, and data administration can help you obtain electronic access to them.'
While printed versions are largely symbolic, the value of packaged data assets is in
its representation of the largely intangible analysis required to produce it.

2. An electronic, CASE tool-based format stewarded by the functional community and
maintained by data administration.  In organizations that have implemented CASE
on an organization-wide basis, this information is readily accessible for other uses.

Because DRE analyses are made economically feasible by CASE tools, data asset
packaging often occurs continuously as the validated data assets are developed and
added to the data bank.  When models are 'published' in the organizational data bank,
they will be treated as organizational data assets facilitating and guiding future systems
development.
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Activity 10 - Data Asset Integration

Because of the cumulative nature of DRE analysis outputs, the data assets developed
during DRE analyses can be made more valuable by integrating them with other data
assets developed during other enterprise integration activities.  Data asset integration
involves, for example, explicitly addressing redundant data entities, data synonyms
(where different terms have similar meanings), and data homonyms (same
pronunciation but different meanings).  This activity's goal is to resolve instances of data
confusion and place the target system models in accurate perspective relative to other
data assets.  Outputs from activity 10 are integrated data assets.  These assets are
made more useful to the remainder of the organization through data administration
programs.

Activity 11 - Data Asset Transfer

Template activity 11 is formal recognition and enforcement of the fact that most DRE
analyses produce outputs that are required by other enterprise integration activities.
Making data assets available to other enterprise integration activities is the most
tangible DRE analyses output.  Data asset transfer enforces the notion that DRE
activities are designed to provide specific information useful to other enterprise
integration activities.

Figure 5 illustrates how a single DRE analysis can produce five different types of assets
useful to other enterprise integration activities.  Potential data asset transfers include
the following:

1. Regular information exchanges with concurrent infrastructure evaluation activities
help the organization to identify unmet gaps.
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2. Data assets exchanged with As Is process reverse engineering efforts to concisely
illustrate the existing organizational data capabilities.

3. System-related technology constraints and opportunities identified during DRE
analysis often provide specific infrastructure requirements information to subsequent
development activities.

4. Validated data assets are developed with the presumption that they will be
integrated into the organizational data architecture.

5. An inventory of existing data assets, containing the type and form of current data
can provide information about existing but unrealized data opportunities (such as
mining).  These can be quickly turned into 'low hanging fruit' in To Be business
process reengineering activities.

Making data assets available can involve changing the media, location, and format of
data assets to match requirements of other enterprise integration activities.  For
example, situations may arise where organizations are changing CASE tools.  In these
instances, the data assets may be translatable from one tool format to another via
various import/export utilities and/or exchange formats.  Other asset transfer
requirements may occur when the enterprise-level models need to be extended to link
to operational concepts or additional data assets.  The outputs of activity 11 are data
assets delivered on time, within budget, and meeting their intended purpose of proving
useful as inputs to other enterprise integration activities.

Activity 12 - Analysis Measures Evaluation

After the analysis is complete, the team summarizes and evaluates the analysis
measure data gathered periodically during the analysis.  The evaluation is used to
establish and refine organizational DRE productivity data used in both planning DRE
and strategically assessing enterprise integration efforts.  Examples of summary
measures collected include:

• the number of data entities analyzed;
• the number of duplicate data entities eliminated;
• the number of shared data entities identified;
• the project rationale;
• the expected financial benefit;
• information describing the overall analysis throughput;
• assessment of the key specialist participation; and
• reactions of systems management to the analysis.

The outputs of activity 12 become another set of measurements in the overall enterprise
integration analysis data collection.
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Activity 13 - Template and Implementation Refinement

One of the most important analysis closure items is collecting and recording
implementation measures, any refined procedures, tool and model usage data, and
operational concepts.  The outputs from template activity 13 are focused on assessing
and improving both the template and subsequent implementation.  The results and
changes are archived to permit subsequent analysis.

The net worth of the analysis outputs often cannot be accurately evaluated immediately
after the analysis.  This is because the overall contribution of these outputs towards
data administration goals and enterprise integration activities often become apparent
only in the context of longer term reengineering activities.  The nature of DRE analyses
and all enterprise integration activities is such that the benefits increase in value as the
results are integrated.  DRE analysis should be periodically reviewed with hindsight to
learn from the successes as well as the unexpected occurrences.  The activity results
are:  improved procedures; data on tool and model usage; and the template
implementation assessments.

DRE Guidance, Analysis, and Tools

As a structured technique, DRE analysis has three components: functional
decomposition; data model decomposition; and target system analysis.  Each is
described below and should be applied using the following guidance:

• Leverage of data management principles - understanding a relatively large amount
of information by modeling and managing a relatively small amount of metadata.
When scoping data reverse engineering projects, it is useful to understand nine
possible types of data reengineering outputs (DRO) illustrated in Figure 6 and
described below.  Optimizing DRE projects involves identifying and developing
requisite subsets of DRO.

• Modeling from integration points  - unlike a jigsaw puzzle where it is important to
begin at the edges, the structure of systems can often be understood most
effectively by beginning with existing system interfaces and working into the system.

• Immediate rapid development - candidate (or straw) versions of the models
developed early, quickly establish a common dialog among the analysis team and
other involved personnel such as the customer.  Because it is often easier to critique
than to create, it is better to confront a key specialist with an imperfect model than
with a blank screen.

• Living documents - by acknowledging that the models can be currently imperfect, the
organization treats the models as living documents and that will evolve into more
accurate versions throughout the analysis; this encourages constructive criticism
from the collaborators and quickly draws newcomers into the process.



Reverse Engineering of Data/Peter Aiken Page 15

IBM Systems Journal 1998 - 37(2):246-269

• Critical mass - understanding that the cumulative value of data assets increases at a
more rapid rate as the degree of asset integration increases.  The data assets
produced are worth much more to an organization after they have been integrated
with other data assets than by remaining as isolated groups describing individual
systems or components.  Over time, a key DRE goal is to expand the organizational
knowledge structure with these data assets.  As such, the relative value of the first
data assets produced (or any single group of data assets) will be less that the value
resulting from the integration of two or more data asset groups.
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Functional Decomposition

Figure 7 shows a sample functional decomposition.  DRE analysis develops an
accurate functional decomposition of the target system.  In some instances this already
exists because it is a basic form of system documentation.  When a valid system
decomposition must be reconstituted, the analysis goal is to describe the system
according to classes of related functions instead of attempting to deal with numerous,
individual functions.  Functional decompositions are usually maintained in the form of
structure chart following standard diagramming conventions (e.g.; Yourdon, DeMarco,
Gane and Sarson).

In a functional decomposition, the system is described in terms of the functions
performed within single function (labeled System Functions).  When accessing the
electronic version, 'double-clicking' on System Functions reveals that it is comprised three
primary functions.  Each function can be further decomposed into subfunctions that can
be further decomposed - down to the smallest useful description.

Unlike forward engineering, where analysts decomposes problems from the top-down,
in reverse engineering, the decomposition is often constructed from the bottom-up by
examining the system evidence.  The answers are given and the question to be derived
is - what sort of functions are performed by the existing system?  If analysis resources
permit, it can be cost-effective at this point to specifically identify subfunction data inputs
and outputs permitting development of data flow diagram-type system representations.
Collectively this information is used during analysis planning to establish milestones and
to assess system size and complexity.

Data Model Decomposition

Figure 8 is an example of a data model decomposition.  While similar in appearance,
this model is used to maintain information associating groups of related entities, to each
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other, and to categories of access (i.e. create, read, update, and delete) by certain
groups of users.  Using the functional decomposition as a basis, each unit of
decomposition is examined to determine whether it constitutes a work
group/collaboration focal point.  The goal is to develop candidate arrangements of and
then validated data entity groupings.  Data model decomposition is accomplished by
key specialists helping to model data relevant to each functional area represented by
the data model components.  Once validated, the data entity groupings are used to
reassess the functional decomposition validity and as the basis for developing further
project milestones.  For some systems there will be high correspondence between the
data model decomposition and the functional decomposition.  For others, the data
model decomposition will reveal different underlying data structures.  In these instances
the differences can be examined for possible process reengineering opportunities [18].

Target System Analysis - Data Reverse Engineering Metadata

Table 2 details the implementation phase (Phase II) of the template.  Target system
analysis consists of modeling cycles.  Modeling cycle activities can occur in various
formats ranging from: contemplative solitude; to phone consultation; to structured
interviews; to evidence analysis; to JAD-like, model refinement-validation (MR/V)
sessions.

The goal is to develop validated models of aspects of the target system.  Candidate
models are developed using: system data entities; the relationships between those
entities; and organizational business rules.  Candidate model development can be
greatly aided by the use of available data model pattern templates (such as those
catalogued by Hay in [12]).
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Implementation phase
# Name Activity Output

8 Target system analysis (repeated until completed)

8.1 Cycle
planning

• Evaluating and incorporating previous cycle results
• Identifying area of highest risk of lack of knowledge
• Specifying analysis targets and a plan for the current modeling

cycle

Focused plan for
obtaining desired results
from the next cycle

8.2 Evidence
acquisition

• Collecting evidence
• Cataloging evidence
• Structuring evidence
• Looking for missing evidence

Organized evidence

8.3 Evidence analysis Analyzing evidence for appropriateness & model development potential Candidate data entities
8.4 Straw model

development
Creating candidate models Data entities organized

into models
8.5 Model validation /

refinement
• Identifying changes in the model as a result of errors, new

knowledge, and normalization
• Documenting changes and further refining models
• Validating models using appropriate techniques

Clearer, more compre-
hensive, more accurate,
validated models

8.6 Model storage &
organization

Collecting, cataloging, and structuring models for archival and
configuration management purposes

Accessible models

Table 2 DRE Template Implementation Phase is comprised of modeling cycles.

The models are developed using system evidence (seven categories are defined in
Table 3).  The models are analyzed, reviewed, and improved by both functional and
technical analysis team members.  Revisions and refinements are made to the models
as new or clarified information comes to light during these sessions.  Data assets
produced during DRE are stored in the organizational data bank along with other
relevant analysis information.  Model components are integrated with other components
as required.  When a critical mass or sufficient quantity of models have been integrated,
the information in the data bank becomes capable of providing useful, consistent, and
coherent information to all levels of organizational decision making, creating conditions
for better organizational functioning.

Evidence category Examples

Key  specialists Domain knowledge from the specialists, business rules

Processes Functional descriptions, process models, code, user manuals

External data Screen, report, interface specifications, interfaces to other systems

Conceptual data Logical data models

Internal data Program variables, data element lists, tables, file layout structures

Policies Directives, guidelines, planning statements

System Program source, object code, job procedures, libraries, directories,
test cases, schemas, copylibs, make files, link maps, I/Os and other
documentation, data

Table 3 System evidence categories.



Reverse Engineering of Data/Peter Aiken Page 19

IBM Systems Journal 1998 - 37(2):246-269

Figure 9 shows possible uses of DRE analysis information.  DRE, and target system
analysis in particular, focus on creating representations of the target system using
appropriate entity relationship and other data modeling techniques.  Figure 10
represents the data required for DRE as a metadata model - a model of the information
capable of being captured during DRE (shown unnormalized to facilitate
understanding).

The DRE metadata model contains precise information required to understand the
target system that was unavailable or disorganized before the analysis.  Populating the
DRE metadata model is the primary focus of target system analysis.  The analysis goal
is to produce validated metadata model data.

For example, the goal of the functional decomposition (described above) is to populate
the PROCESS and DEPENDENCY entities.  The goal of the data model decomposition
analysis (also described previously) is to populate the initial version of the data stored in
the LOGICAL DATA and MODEL DECOMPOSITION entities of the metadata model.  Key to
successful analysis planning is identifying just how much of the data is required in light
of the analysis objectives.  A description of the DRE metadata model follows.

Visually, the model is centered around the data entities: LOGICAL DATA and STORED
DATA.  LOGICAL DATA entities are the conceptual things about which a system tracks.
Following standard definitions, LOGICAL DATA entities are facts about persons, places, or
things about which the target system maintains information.  Attributes are facts
grouped as they uniquely describe LOGICAL DATA entities.  Additional understanding is
obtained from the way each entity is 'related' or not related to each other entity.  STORED
DATA entities are instances where a LOGICAL DATA entity is physically implemented.  The
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LOGICAL DATA entity on the other hand is populated with entity type descriptions.  An
association linking each STORED DATA entity to one LOGICAL DATA entity indicates that
eventually one LOGICAL DATA entity should be related to one or more STORED DATA
entities and each STORED DATA should be linked to at most one LOGICAL DATA entity.
This structure indicates a requirement to define every PHYSICAL DATA entity by
associating it with one LOGICAL DATA entity.  Organization wide data sharing can begin
when STORED DATA entities are commonly defined using LOGICAL DATA entity
descriptions and applications process that data using the standard definitions.  This
mapping also permits programmatic control over the physical data using logical data
manipulation.

Moving next to the upper left-hand corner, extending across the top row are four entities
with the same association to the LOGICAL DATA entity.  The entities SCREEN DATA,
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INTERFACE DATA, INPUT, and OUTPUT also all have many to one associations between
themselves and LOGICAL DATA.  Information describing each CRT screen field is
maintained using the SCREEN DATA entity.  Each LOGICAL DATA entity is linked to every
instance where system code causes the item to be displayed as a SCREEN DATA field.
When populated, a database described by the model will maintain information as
specific as:  screen data attribute W of screen X is a display of attribute Y of logical data
entity Z.  (Each attribute can be displayed in multiple places in the system.)  The many
to one pattern of association is repeated for the PRINTOUT, DATA MODEL
DECOMPOSITION, DEPENDENCY, CODE, PROCESS, and LOCATION entities.  The analysis
goal is to be able to link each system INPUT, OUTPUT, INTERFACE, and SCREEN DATA
entity, with one and only one specific LOGICAL DATA entity thus defining common use
through out the system.

The MODEL DECOMPOSITION entity is associated with the LOGICAL DATA entity in a
manner indicating that each LOGICAL DATA entity exists on one or more model
DECOMPOSITIONS.  (Recall from above that MODEL DECOMPOSITIONS are used to
manage data model complexity by grouping data entities common to subsets of the
overall model.)  Following down the right hand side of the model, the DEPENDENCY entity
is used to manage interdependencies for data entities that are derived from within the
system and other functional or structural representations.  At the bottom right corner is
the entity CODE.  CODE contains references to each of the system code locations that
access each LOGICAL DATA entity.  For example, something as specific as, data entity W
is generated by a code location X of job-stream Y that is maintained at location Z.

Moving to the left along the bottom row of entities, the model indicates that the entity
INFORMATION has the same association but the interpretation here is definitional.
INFORMATION is defined in terms of specific LOGICAL DATA entities provided in response
to a request.  Following Appleton [19] data is a stored combination of a fact and a
meaning.  An INFORMATION is at least one datum provided in response to a specific
request.  The request and any data provided in response are identified using the
INFORMATION entity.  The INFORMATION entity is also associated with one or more USER
TYPES who generate specific information requests.  In addition, INFORMATION is also
associated with one or more specific LOCATIONS where the data needs to be delivered
in order to be of maximum value.  Similarly, an entity - PRINTOUT DATA ENTITY - accounts
for printout elements.  PRINTOUT is also associated with the LOCATION requiring the
printout.  The LOCATION entity has links to USER TYPES at a specific LOCATION, to the
FUNCTIONS performed at that LOCATION, to the INFORMATION requested by that
LOCATION, and to any system CODE stored at that LOCATION.  FUNCTIONS are defined as
the process of spending resources to deliver specific INFORMATION requested by a
specific USER TYPE at a specific LOCATION.

Since target systems analysis is cyclical in nature, the focus is on evolving solutions
from rapidly developed candidate or straw models that are refined with subsequent
analysis.  Three primary types of data are produced as a result: traceability information,
the data entity definitions, and the data map of the existing system.  While these three
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are useful individually, they are made most useful when maintained in an integrated,
CASE-based organizational data bank.

It is possible to accomplish target system analysis as a comprehensive examination of
the system, beginning at one starting point and proceeding through the entire system.
Usually this approach is unnecessarily cumbersome.  Experience indicates that Pareto's
Law applies to this situation - 80 percent of the time, DRE information requirements can
be captured by focused analysis of 20 percent of the system.  The question arises, how
does the DRE team determine which is the 20 percent that they should focus on?  This
is guided in part by the scope of the models produced.  Discrepancies between the
functional decomposition and the data model decomposition should be targeted for
early analysis to determine why the discrepancy exists between the users perception of
the system functions and the data entity groupings in the system that (in theory) support
the functions.  Key is to not start at one 'edge' of the system and plan to work through
the entire system in a comprehensive manner until the DRE metadata model is
complete.  Instead allow the DRE analysis goals to determine what information is
required for the analysis, target specific system aspects, and model these within their
operational context.  Data from this analysis is used to populate appropriate portions of
the DRE metadata model and develop products capable of meeting analysis goals.
Consider it an exercise of knowing the answers and determining the questions.

Developing and maintaining the completeness of the traceability matrices as specified
by the DRE metadata model is an important and challenging task.  Since few CASE
tools are capable of maintaining all of the required associations, organizations have
been developing their own metadata management support using, for example,
combinations of spreadsheet, word processing, and database technologies.  As
organizations become more proficient at DRE, the utility and ease of developing and
maintaining the metadata will increase.  Many CASE environments support data
definition language (DDL) production as a modeling outcome, permitting rapid
development by evolutionary prototyping of components such as: database structures;
views; screens; etc.

The data bank is used to maintain all of the information in the DRE metadata model.  It
contains entity definitions stored as part of the corresponding data map.  Key here is to
map system components directly onto the metadata.  The data model components
derived from the system evidence are analyzed and entered into the CASE tool.  The
data map is constructed by defining and associating the data entity groupings identified
as part of the PSS.  Each data model decomposition is populated with attributes
including key information.  As these are developed, they are assessed against existing
system data entities to see if they match.  Aliases are also catalogued and tracked.

Four specific changes in the modeling cycle activities should be observed during DRE
analysis.  Figure 11 shows how the relative amounts of time allocated to each task
during the modeling cycle change over time.  It also illustrates how the preliminary
activities occur prior to the start of the first modeling cycle in order to obtain the PSS
information.  The modeling cycle activity changes include:
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• Documentation collection and analysis.  Over time the focus shifts from evidence
collection to evidence analysis.

• Preliminary coordination requirements. Coordination requirements can be
particularly high in situations where managers are unaware of the analysis context or
the target system's role in enterprise integration activities.  Once target system
analysis commences, coordination requirements should diminish significantly.

• Target system analysis.  Just as the documentation and collection and preliminary
coordination activities decrease, the amount of effort that can be devoted to target
system analysis should increase steadily - shifting away from collection activities and
toward analysis activities.

• Modeling cycle focus.  By performing a little more validation and less refinement
each session, the focus of modeling cycles shifts correspondingly away from
refinement and toward validation activities.

The purpose of DRE analysis is to develop models matching the existing system state.
Model components should generally correspond one-for-one with the system
components.  Normalization and other forms of data analysis are deferred to forward
engineering activities and are performed on a copy of the models used to maintain the
existing target system metadata.  Additional information collected during this activity can
facilitate the development of distributed system specifications.  For example, sixteen
additional metadata entities useful in planning distributed systems and obtainable as
part of reverse engineering analysis are described in a later section (see Table 4).

Situations When DRE Has Proven Successful

This section presents several scenarios illustrating how DRE analysis has proven
successful solving data problems.  An interesting observation is that while DRE was
developed as a part of system reengineering, it has been effectively applied outside of



Reverse Engineering of Data/Peter Aiken Page 24

IBM Systems Journal 1998 - 37(2):246-269

that context (as in Y2K analyses).  Scenarios illustrate how DRE analysis was used to
recover system metadata that was used to solve a specific organizational data problem.

Scenario #1 - Distributed Systems Architecture Specification

To better meet evolving customer requirements, a system manager plans to evolve two
existing legacy applications from a mainframe base, by combining them into a single,
integrated two tiered and then to a three-tier client/server system.  The multi-year plan is
guided by an evolving, integrated data reengineering effort.  DRE formed the basis for
the data migration plans transforming the original systems to the two tier architecture.
The integrated models were developed by reverse engineering the two existing
systems.

The functional decomposition and data model decomposition assisted in the
development of specific data model views that were prototyped with the various user
communities, again, using CASE tool-based DDL output.  The integrated data model
consists of 126 entities and more than 2,800 attributes.  The completed two-tier
implementation consisted of more than 1,500 Oracle tables.  When the planning for the
two tier implementation was completed, the data engineers returned to modeling, this
time to populate the INFORMATION, LOCATION and USER TYPE entities, supplementing the
metadata  with sixteen additional attributes (see Table 12).

These extended data models are being used as the basis to develop data architecture
specifications for the three tier target system architecture.  Subsequent analysis
described specific user classes possessing different information requirement types at
hundreds of different locations.  Understanding the distributed information requirements
by location, will result in mapping of data between users and information requirements,
and it will become key, strategic system planning elements.  (More information on this
project is available, describing the data reengineering [20], business process
reengineering integration [21], development of the metadata [22], and project decision
analysis context [23]).
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# Primary use Metadatum Domain value

1 Architectural development Data quality  type -  Public
-  Private

2 Data usage  type -  Operational
-  DSS I:  single server node
-  DSS II:  multiple server nodes
-  DSS III:  distributed data and processing

3 Data residency type -  Functional
-  Subject
-  Geographic
-  Other

4 Application development Archival data type -  Continuous
-  Event-discrete
-  Periodic-discrete

5 Data granularity type Smallest unit of addressable data is an
-  Attribute
-  Element
-  Some other unit of measure

6 Architectural development Data performance issues Performance measurement/period of measurement

7 Application development Data access frequency Accesses/period of measurement

8 Data update frequency Update/period of measurement

9 Data access probability Likeliness that an individual data element of the total
population will be accessed during a processing period

10 Data update probability Likeliness that an individual data element of the total
population will be updated during a processing period

11 Architectural development Data integration requirements Number and possible classes of nodes

12 Data subject area Number and possible subject area breakdowns

13 Data grouping Useful for cataloging user-defined clusters

14 Application development Data location Number and availability of possible node locations

15 Data stewardship Range of all business units

16 Data system of record System responsible for maintaining data element's data

Table 4 Metadata attributes useful in client server application development that are obtainable as part
of DRE analysis (metadata derived from [24]).

Scenario #2 - Data Integration Problems

In a series of acquisitions, eight utility companies were merged with a parent
organization.  A data integration group was established to organize and produce job
streams from the eight subsidiaries' data.  Each of the eight subsidiaries transferred
separate billing and accounting data to the integration group.  The integration group's
mission was to consolidate subsidiary with the parent organization's data, and remove
errors from the job streams prior to transfer to the production systems (Figure 12).
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Encoding it so it could be traced back to the originating system, the integration group
performed a lengthy list of edit checks on the incoming data.  When the data was
thought ready, the integration group transferred the now scrubbed data via a job stream
interface to the parent organization's production systems.  The production systems
responded to bad data by failing.  All the data for an entire cycle must run at once,
completely and without data errors in order to produce any output.  In spite of rigorous
scrubbing, repeated problems have cost significant resources to correct as both
systems repeatedly fail due to bad or missing data.  A puzzling characteristic was that
no two problems encountered seemed the same - a unique data problem apparently
produced each failure.

The solution was to focus the DRE analysis on the data crossing the interface to the
production systems and work backwards into the integration group processing.  A PSS
determined the analysis challenge and established baseline measures.  The LOGICAL
DATA, STORED DATA, and INTERFACE DATA entities were modeled.  The models became
a systematized data asset, formally describing the production system data input
requirements and permitting systematic analysis of each subsidiary's data.  These
models provided the starting point for further analysis and discussion between these
organizations.  Each subsidiary organization's individual data streams were
systematically compared to the modeled interface data specifications.  The previous
practice had been to correct each data error in subsidiary data input streams.

Once populated, the DRE metadata model permitted programmatic data protection and
maintainability.  Delays associated with the accounting and billing production were
reduced to the point where the integration group was no longer needed.  The
organization chose to reuse their experience to help reengineer other systems.
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Scenario #3 - Developing Data Migration Strategies

A public sector run mainframe-based system was to be upgraded.  The custom
developed application served an entire functional area and contained program elements
more than 20 years old.  While the system functioned correctly and effectively, only two
individuals in the organization understood the structure of its home grown, data
management system.  Fixed length, five thousand character records were coded,
linked, and composed using thousands of different combinations to maintain data for
many different organizations.  The government funded an upgrade to replace the data
management system.  A question was raised as to the new data management system.
Some argued for a relational database management system for maximum data
flexibility.  Others claimed the anticipated query volume would be too great for a
relational implementation and insisted alternate models were more appropriate.

The solution was developed by formally modeling the existing system data as part of the
data migration planning.  The PSS determined that almost one hundred different
functions were embedded in the system - leading to the development of a
corresponding model decomposition.  The PSS also indicated the analysis would
require a six person analysis team, two months to complete the model.  PSS results
directed analysis to populate the metadata model with information linking LOGICAL DATA
to SCREEN DATA, to PRINTOUT DATA, and to INTERFACE DATA entities.  More than 500
STORED DATA entities were linked via LOGICAL DATA entities to 100 key reports, screens,
and interfaces.  A set of 200 LOGICAL DATA entities were documented.  The completed
model also documented more than two hundred business rules.  It was determined that
the query volume could be reduced to 20% of the original by developing a separate data
warehouse permitting intranet access to typically requested information that would be
extracted periodically from operational data.  Based on this system design, a relational
database management system was selected as the new data management system.
The team used a CASE tool to maintain the required analysis data including the system
data model and analysis data dictionaries.

Scenario #4 - Improving System Maintenance with CASE

As a result of a merger, a new work group was established to perform maintenance on
a 1960's vintage application system.  In the mid 1980's, a consulting partner introduced
CASE technology as part of a co-development situation.  The partnership failed, the
employees who had been trained in the use of the CASE tool were downsized, and the
system documentation was not kept synchronized with maintenance application.  The
new work group wanted to quickly become knowledgeable about the system and was
also CASE illiterate.  The team leader decided to address both issues simultaneously,
and acquired the most recent version of the CASE tool.  Next step was to develop a
CASE training program for the work group that focused on recovering the system data
assets using the CASE tool.  This tool supported automated development of data
models from existing physical data structures by importing the schemas into the tool.
Much of the DRE metadata model was quickly populated by the work group as part of
the training exercise including the PRINTOUT, SCREEN, INTERFACE, INPUT, OUTPUT, and
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STORED DATA ELEMENTS.  From these, the system functional decomposition and data
model decompositions were developed, as was the system data dictionary and data
map -- the organization had never previously developed this form of system
documentation.  This information was compared to the most recent system
documentation.  Several things became possible once the work group had accurately
reconstituted the system documentation.  The work group:

• Developed a much better system understanding as a result of the DRE-based CASE
training exercises.

• Increased its effectiveness estimating proposed system changes due to better
understanding of the system models.

• Became more effective in system maintenance application as a result of greater
familiarity with system component interactions.

• Gained more knowledge as to how the system fit into the larger organizational
information processing strategy.

• Was increasingly consulted for advice on data problem correction, functioning as an
organizational reengineering resource.

Under these circumstances, the solution was found in the synergy between system
maintenance application and developing work group CASE tool experience.  Using the
CASE tool's ability to programmatically reverse engineer the system data, the team
used their growing DRE knowledge of the system to facilitate CASE tool understanding
and vice versa.  By reverse engineering the data using a CASE tool, the work group
became more knowledgeable of both the case technology and the system itself as part
of the same exercise.  In recognition of increased work group performance, members
were asked to become first consultants and then data engineers on other analyses.

Year 2000 Analyses

DRE has an obvious application as part of structured means of addressing
organizational year two thousand (Y2K) data problems, easily providing structure for
Y2K investigations.  Through DRE analysis well prepares organizations to open for
business on Monday - January 3rd, 2000.  Target system analysis can be highly
correlated with the activities performed as part of organizational year two thousand
(Y2K) analyses.  If approached from a DRE perspective, during target system analysis,
date oriented or derived data can be flagged for further, Y2K specific analysis.  If
approached from the Y2K perspective, the examination and confirmation of Y2K
compliance can be accomplished by storing the data elements in a CASE repository.
Consider potential precision when implementing Y2K fixes by consulting validated DRE
metadata (for example:  maintaining information such as the names and locations of all
code accessing the variable 'year' or the locations of all date based calculations).

Lessons Learned

Data reverse engineering represents an emerging technology with capabilities to serve
multiple organizational roles.  Particularly in systems reengineering contexts, it can be
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used by managers interested aligning their existing information systems assets with
organizational strategies to accomplish more effective systems reengineering.
Selectively applied, DRE can also be an important first step toward increased
organizational integration.  Data-based success stories such as AT&T's entry into the
credit card business, MCI's Friends and Family program, and the airline industry's
systems supporting reservation and frequent-flyer programs, demonstrate the value of
capitalizing on organizational data to implement successful business strategies (see
[25]).  Management is becoming aware of the true value of their data as an
organizational resource, ranking it #2 (behind 'organizational architecture development'
and in front of 'strategic planning') in a survey of 1990s MIS management issues [26].
Figure 13 illustrates that DRE analysis outputs describing an existing system can be
used as a common source from which other enterprise integration activities result.

The 1997 reengineering market is estimated to be $52 billion - with $40 billion to be
spent on systems reengineering [27].  Understanding how DRE can provide a basis for
other enterprise integration efforts prepares managers to recognize conditions favorable
to its successful utilization.  To cite an instance, the project manager in Scenario #1
realized the value of reverse engineering his two existing systems and subsequently
directed our research team to reverse engineer the newly delivered, widely installed,
commercial software application system in the belief that the effort would also be
productive (see [28] for details).  In this instance, the exercise achieved four primary
organizational incentives for data reverse engineering within the project context:

1. Bringing under control and directing the organizational data assets for integration
and sharing;

2. Identifying data migration strategies by understanding existing organizational
information requirements and developing corresponding data migration plans;

3. Providing an information base for use in developing distributed, system
architectures capable of meeting organizational needs; and
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4. Expanding the role of CASE-based technologies within the organization beyond
their traditional role in new systems development.

A future data reverse engineering research agenda includes investigation into additional
system metadata uses.  Leveraging metadata can contribute to other enterprise
integration activities including:

• Integration with object modeling.  The reverse engineering metadata can be used as
the basis for organizationally evolving or transitioning to an object orientation.  The
capabilities of CASE Tools capable of integrating object and data metadata will be
subject of research investigations.

• Development of 'common use metadata.'  If it is possible to define common use
metadata, the research focus can shift away from understanding the metadata
contents and towards metadata use by application developers building on current
repository technology sought after by Microsoft [29] and others with metadata
standardization projects.

• Expert systems.  Incorporation of organizational expertise into metadata presents an
intriguing challenge.  Future research plans include examining the degree to which
the organizational metadata can provide expert system-based advise on human
resource policy implementation.

• Data Warehouse Engineering.   In scenario #1, the project manager doesn't have the
resources to rebuild the data warehouse - it is a situation where it must be
implemented correctly the first time.  Effective metadata use is required to correctly
engineer data warehouses [30].
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