&3 BigPanda

Human-Centered IT,
Data-Powered Results:
Optimizing Workflows with
Unified Data Fabric



Today’s Speakers

C Beers Nathan Bao
Principal Solutions Architect Senior Product Marketing Manager



ONONONO) O N ONONO) ONONONO) ONONONO) O 00O O 000
B YOYaTYS NN S YOYaYR B YRYaYS) NN NN
. L3 Stakeholders )
Developers Infra Owners Service Owners DevOps SRE Executives
. 00000 OO0 0000
L2 Englneers B YRYRYAYA Y Y YAYAYA
Network Database Server Cloud
Topology Changes Service Management Institutional Knowledge Collaboration
vmware .04 i ' ) £ “
g T3 o amazon ) Jenkins () Github T« D e D % (=]

L1 Operations Center

Observability
u.tdynatrace Q-Prometheus @DATADOG Splunk> ’VSOLARWINDS Nagios OAPDDVNAMICS

Service Owner Application Owner Service Owner Application Owner Customers

il BT vmware ORACLE S A\ Azure aws 2 Google Cloud & docker A Anthos

Legacy infrastructure & applications Modern infrastructure and applications
asco EMC




ONONONO) O N ONONO) ONONONO) ONONONO) O 00O O 000
B YOYaTYS NN S YOYaYR L3 Stakeholders B YRYaYS) NN NN
Developers Infra Owners Service Owners DevOps SRE Executives

00000 OO0 0000

L2 Engineers B YRYRYAYA Y Y YAYAYA

Network r - > Database Server Cloud
Y K
- I I
Topologl/ 1 | Changes Service Management |Inftitutional Knowledge Collaboration
vmware o 1 € : O ; I e 2 ‘. R
f:'. vSphere I-#?J!'S?f&'! . Jlenklns S B 111 I < 5 E& Q o * zogn

|

A . 1
l Observability
u,ldynatra_e Q-Prometheus @DATADOG Splunk> ?SOLARWINDS |uagios QJPDDVNAMICS
|
|

IService Owner Applil:ation Owner Service Owner Application Owner Customers

V {

‘ Legacy infrastructure & applications ’ ‘ Mddern infrastructure and applications

'::IIIS. ::!:I)' EMC g vmware ORACLE ::i’ Javar A\ Azure aws £ Google Cloud & docker A Anthos




Today’s agenda

Introductions

Challenges due to data silos

Tips for unifying data

Use cases unlocked by centralized data
Q&A
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The root cause to slow incident response is data
fragmentation

What are the biggest challenges to effective incident response and management? Select two.

People - getting the right teams engaged and collaborating @]

Lack of a unified view and dependency mapping of service elements @ik

Business context - understanding the impact @223
Inefficient manual processes and bottlenecks @EIEA

Too many alerts - difficult to seperate noise from real issues  @ERA

Siloed systems and tools  @E3A

O'Connell, V. (2024, November). AIOps-powered IT service: insight for action. EMA Research.



Operators face negative business outcomes

)

Noise

There’s a lot of alerts and
difficult to discern which ones
can cause disruption

Long bridge calls

Teams are gathered to find
the right information and
individuals to resolve
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Stress

Overall, this causes stress
on the incident response
workflow and every
individual involved



As an IT leader | face “unknowns” and unable to...

Prioritize strategic project

Effectively allocate
resources

Measure ROI effectively of
my tools and processes




Lessons to remember when tackling data fragmentation

1. (£ Address the "Unknown Unknowns"
2. [ Prioritize Data Sources

3. 2 Plan for a variety of data

4. ,/ Demonstrate ROI

5. &9 Think Holistically About Data



Use cases unlocked with data unification

Objective Viewpoints for
Process Improvement

Improved Root Cause Analysis

Enhanced Incident Workflow
Optimization

Al-Powered Automation
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Thank you
for your time

If you have any question
please reach out to us here


https://www.bigpanda.io/demorequest/

